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Bloch- Wave Homogenization for 
a Spectral Problem in Fluid-Solid Structures 
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Abstract 

This paper  is concerned with the study of the vibrations of a coupled fluid-solid 
periodic structure. As the period goes to zero, an asymptotic analysis of the 
spectrum (i.e., the set of eigenfrequencies) is performed with the help of a new 
method, the so-called Bloch-wave homogenization method (which is a blend of 
two-scale convergence and Bloch-wave decomposition). The limit spectrum is 
made of three parts: the macroscopic or homogenized spectrum, the microscopic or 
Bloch spectrum, and the boundary-layer spectrum. The two first parts are com- 
pletely characterized: The homogenized and the Bloch spectra are purely essential, 
and have a band structure. The boundary-layer spectrum is shown to be empty in 
the special case of periodic boundary condition. 
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1. I n t r o d u c t i o n  

1.1. Presentation of  the main results 

This paper is devoted to the asymptotic analysis of the spectrum of an elliptic 
operator defined in a periodic bounded domain whose period goes to zero. The 
motivation of such a problem is the study of the vibration frequencies of a coupled 
system of solid tubes immersed in a perfect incompressible fluid. A detailed 
description of this problem is given in the second part of this introduction. For the 
moment, we content ourselves with giving a brief statement of the problem, and we 
focus instead on the main tools and results obtained hereafter. 

We consider a periodic bounded domain f2~ obtained from a fixed domain ~ by 
removing a collection of identical, periodically distributed holes (Tp)1 ~ p ~ n (a. The 
distance between adjacent holes, as well as their size, are both of the order of e. 
Correspondingly, the number of holes n(e) is of the order of e-u, where N is the 
spatial dimension. The spectral problem we are interested in is to find the real 
eigenvalues 2~ and the corresponding normalized eigenvectors u~ that satisfy 

- Au~ = 0 in fl~, 

~3u~ 
)'~-~n = ~ Nn" S u~n ds on aT~ for 1 < p < n(e), (1) 

OT~ 

u~ = 0 on Of~, 

where n denotes the exterior unit normal to f~. This model is due to J. PLANCHARD 
[27, 28], and it has already attracted the attention of several authors (see 
[1, 11, 12]). We call o-~ the subset of IR made of such eigenvatues 2~. A key feature of 
this model is that G is made of a finite number (proportional to the number n(e) of 
holes) of eigenvalues which are uniformly bounded away from zero and from 
infinity (see Proposition 1.2.1 and Lemma 1.2.2 below). As the period e goes to zero, 
this spectrum o-~ converges to a limit set cG c IR. The asymptotic analysis of this 
spectral problem is to find a characterization of the limit spectrum a~. 

To our knowledge, there are two methods to study the asymptotic behavior of 
the partial differential equation (i). As it is presented, the most obvious one is the 
homogenization method for periodic structures (see, e.g., [5, 6, 33]). However, it 
turns out that, in the present situation, it is also the most difficult to work out, and 
so far, no significant progress has been made in this direction. Consequently, the 
previous works of C. CONCA, M. VANNINATHAN, and their co-workers (see 
[1, 10, 12]), have used a second method, the so-called Btoch-wave method, also 
called the non-standard homogenization procedure in [11] (for other applications 
of this method see, e.g., [31]). The differences in the application of these two 
methods are easy to understand. In the homogenization process the overall domain 
f2 is kept fixed while the size e of the microstructure goes to zero (see Figure t). 
Thus, in the limit, the homogenized fluid domain is f~ where the tubes have 
disappeared, but their influence is still manifest in the effective (or homogenized) 
coefficients of the limit equation, o n  the contrary, for the Bloch-wave method, the 
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Fig. 1. Homogenization process 
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Fig. 2. Bloch-wave limit 

e-network of tubes is first rescaled to size 1. Thus, as e goes to zero, the tubes remain 
fixed with a constant unit size, while the boundary of the fluid domain e-lf2~ goes 
to infinity. In the limit, the fluid domain is the entire space IR N minus an infinite 
periodic arrangement of unit tubes (see Figure 2). Then, the limit problem is 
amenable to the celebrated Bloch-wave decomposition (also known as the Floquet 
decomposition; see the original work of F. BLOCH [7], or the first mathematical 
proofs in [-14, 24, 39], or the books [6, 29]. 

The first goal of this paper is to homogenize the spectral problem (1). This task 
is achieved in Section 2 by using the two-scale convergence method introduced by 
G. ALLAIRE [2] and G. N6U~TSENO [23]. More precisely, we introduce a compact 
self-adjoint operator ~, acting on L2(tl) N, having characteristic values which 
coincide with the eigenvalues of (1). We prove that this operator S~ converges 
strongly but not uniformly to a non-compact self-adjoint operator S in L2(t)) n (see 
Theorem 2.1.1). We characterize the spectrum o(S) of the homogenized operator 
S (see Theorems 2.1.4 and 2.1.5), but the "poor" convergence of the sequence ~ 
implies merely that 

o'(S)  c ~o,  

where the inclusion is generically strict. As a matter of fact, the spectrum o(S) of the 
homogenized problem does not coincide with the limit spectrum obtained by the 
Bloch-wave method in [12]. Therefore, the second goal of this paper is to under- 
stand this discrepancy between the "homogenized" and "Bloch" spectra, and to 
recover all the limit set ooo. 
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This goal is achieved in Section 3 by introducing a new method, called the 
Bloch-wave homogenization method, which is a blend of the two-scale convergence 
and of the Bloch-wave decomposition. This allows us to improve the analysis of 
Section 2 in the sense that we are able to recover simultaneously the homogenized 
and the Bloch spectra. Since we believe this new method is of intrinsic interest, we 
briefly give a flavor of its main underlying idea. The starting point is the definition 
of the "usual" two-scale convergence where the period of oscillations of the test 
functions is a multiple K of the unit cube Y = [0, 1] ~. 

Theorem. Let u= be a bounded sequence in L2(fl). Let K be any positive integer. 
There exist a subsequence (still denoted by e) and a two-scale limit 
u~(x,y) ~ LZ(f~ x KY)  such that u=(x) two-scale converges to u~(x,y) in the sense 
that 

.r , f f  lim u=(x)4) x,~ dx - I K Y I  ul(x,y)O(x,y)dxdy, (2) 
~---> 0 

~) fa KY 

for any function ~b(x,y) in ~[f~; C~(KY)]. 

Note that in the convergence (2) the test function q5 is KY-periodic in the 
variable y. Since the choice of the integer K is arbitrary, it remains to find a relation 
between all the different two-scale limits u0 K. This is done by introducing the 
so-called discrete Bloch-wave decomposition (see Ill). 

Theorem. Let u= be a sequence in L2(~c)) which, for any integer K, two-scale 
converges to a limit u~(x ,y)~LZ(f2xKY).  There exists a countable .family of 
complex-valued functions of Lz(f~;L~(Y)), denoted by (us/r(x,y))o<=j~r_l<+o~ 
(where j is a multi-index, the components of which vary between 0 and K - 1, while 
K run in N), such that, for any K, 

uf(x, y) = ~,, uj/r(x ' y) e2~io; r, 
O<=j<=K-1 

Furthermore, the Parseval identity holds: 

1 
IKY[ !  ~ lug(x'y)12dxdy = 

KY 

J where 0 s = -~. 

I Uj/K(X, y )  [2 d x  dy. 
O ~ j ~ K - 1  g 

Remark that, as j and K vary over their range, the so-called Bloch frequencies 
j /K become dense in [0, 1] ~, and the above discrete Bloch-wave decomposition 
becomes very "close" to the usual continuous one. Of course, two Bloch compo- 
nents uim and us,/K, coincide if their corresponding frequencies j /K and j'/K' are 
equal. Therefore, the Bloch components uim(x,y ) actually depend on three vari- 
ables: the macroscopic variable x ~ f~, the microscopic y ~ [0, 1] N, and the Bloch 
variable 0 i = i lK ~ [0, 1] N. It is easily seen that this approach combines the advan- 
tages of both the homogenization and the Bloch-wave method. 
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More precisely in Section 3, we introduce a compact self-adjoint operator S~ 
acting on L2( f~xKY)  ~, having characteristic values which coincide with the 
eigenvalues of the spectral problem (1). We prove that it converges strongly to 
a non-compact self-adjoint operator S K in L 2 ( ~  × K Y )  ~ (see Theorem 3.2.1). As 
K goes to infinity, the spectrum of the limit operator S K converges to the union of 
the previous homogenized spectrum a(S) and of the Bloch spectrum Omoch (see 
(70)). However, the convergence of the sequence S~ is still not uniform and we 
merely conclude that 

lim o-(S~)= (a(S)waBlo~h) c ~oo. 
K ~ + o o  

Having reconciled the Bloch-wave and the homogenization methods, we may 
hope that it is enough to completely characterize the limit spectrum tr~ of the 
spectral problem (1). It turns out that it is not exactly the case because there may 
exist some sequences of eigenvectors of (1) which concentrate near the boundary ~f~ 
of the domain. These sequences, which behave like boundary layers, are captured 
neither by the homogenization method (since they converge to zero inside the 
domain), nor by the Bloch-wave method (since it does not take into account 
a possible interaction between the boundary and the periodic network of tubes). 
However, for any other type of sequences of eigenvectors (not concentrating on the 
boundary), the limits of the corresponding sequences of eigenvalues actually belong 
to the spectrum of the homogenized problem or to the Bloch spectrum. In other 
words, the main theorem of this paper is the following completeness result (see 
Theorem 3.2.9). 

Theorem. Denote by O-boundary the set of all limits of sequences of eigenvalues such that 
the corresponding sequences of eigenvectors concentrate on the boundary Of 2. The 
limit spectrum ~r~ is precisely given by 

0"oo ~ o"(S)  k..) O-Bloc h k_.) O-boundary. 

In general, we are unable to characterize O'boundary. We suspect its definition 
depends on the sequence of periods e (a fact which is reminiscent of a recent work of 
F. SANTOSA & M. VOGELIUS [34]). However, when the domain is exactly made of an 
integral number of periodicity cells, we are able to adapt our Bloch-wave homogeni- 
zation method to take care of the boundary layers. The analysis of aboundary in this 
case wilt be the focus of a future paper [33. For the moment, we make the obvious 
remark that, if the domain f~ is a torus (i.e., a compact manifold without boundary), 
then there is no contribution of boundary layers in the limit spectrum. 

Corollary. Let f~ be a paraIletpiped, ] O, La [ x ]0, L 2  [ × " " "] O, LN[, where the 
(Lp)I ~ p < n are positive integers. Define the sequence ~f periods ~, = 1/n. Assume that 
the unit tube in the periodic cell has cubic symmetry, or replace the Dirichlet boundary 
condition in the spectral problem (1) by a periodicity condition. Then, the limit 
spectrum reduces to 
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The proof of this completeness theorem is the focus of Section 3.4. It involves 
a new technical tool: the so-called Bloch and rescaled Bloch measures. Their 
purpose is to quantify the amount of oscillations for any sequence of eigenvectors 
of the spectral problem. They act as a filter on the length scale and the directions of 
propagation of the oscillations. The Bloch measure selects only the oscillations on 
the e scale and distinguishes their corresponding Bloch frequencies. Although 
specific to the present context, it can be seen as a type of Wigner, or semi-classical, 
measure (see [16] and [20]). The rescaled Bloch measure is sensitive only to those 
oscillations which have a length scale larger than e, and sorts them out according to 
their directions (in Fourier space). It is again specific to the present situation, but 
it obviously bears some resemblance to the H-measures of P. G~RARD [15] and 
L. TARTAR [37]. 

Our analysis of the limit spectrum ao~ leaves open three important questions. 
The first is to characterize the "boundary layer" spectrum 0"boundary. As already said, 
this is the focus of our next paper [3] in the case of a domain built with entire 
periodic cells. However, for a general domain with a smooth boundary (not 
coinciding with the cell boundaries), we are helpless in the matter. The second 
question is to find the rate of convergence of cr~ to a~. The answer is unclear, and as 
before we suspect it depends on the form of the boundary Of~ and on the sequence 
of periods e. Such effects occur in the case of the standard wave equation in 
a periodic domain, as recognized by F. SANTOSA • M. VOGELIUS [34]. The third 
open question is to understand the consequences of our spectral analysis in terms 
of the associated time-dependent problem (a wave-type equation; see (6) below). 
This is the topic of future research, and we hope it could shed some light on 
questions of geometrical optics. Let us also indicate that we have recently applied 
our Bloch-wave homogenization method to study the asymptotic behavior of the 
spectrum of the wave equation in a periodic domain [4]. 

We conclude this subsection by warning the reader that the first part of this 
introduction has deliberately been kept to a minimal size. Nevertheless, a de- 
tailed presentation and discussion of our results is available by simply reading 
in a first pass the Subsections 1.2, 2.1, 3.1, and 3.2 (the remaining subsections are 
devoted to the proofs). Specifically, Subsection 1.2 furnishes a complete descrip- 
tion of the spectral problem (1). Subsection 2.1 gives the main results of the 
classical homogenization process for (1). Then, Subsection 3.1 introduces the 
Bloch waves, and Subsection 3.2 contains the final results of our Bloch-wave 
homogenization method, along with many additional comments (see Remarks 
3.2.10 to 3.2.15). 

1.2. Physical background and mathematical setting of the problem 

We begin with the definition of the geometry of the fluid domain. As usual in 
periodic homogenization, we first define a unit cell, which, upon rescaling to size 
e (a small positive parameter), becomes the period of a periodic domain. Let 
Y = (0; t) ~ be the unit cube and T be a smooth, simply connected, closed set, with 
a non-empty interior, strictly included in Y (i.e., such that T does not touch the 
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boundaries of the cell Y). We call the set Y* = Y \ T the fluid cell, and the set T the 
reference hole (or rod). 

Introducing a smooth, bounded, open set ~ in IR u and a sequence of positive 
parameters e going to zero, for each value of e we define a fluid domain f~ obtained 
by removing from the reference domain 92 a collection of perforations sT distrib- 
uted in a periodic manner with period eY.  More precisely, we denote by (T~) the 
family of all translates of the hole sT by vectors ep (where p is a multi-index in 7ZN), 
and by (Y~) the corresponding family of cells. Analogously, (f~) denotes the 
corresponding family of boundaries e0T. We consider only those cells which are 
strictly included in the domain 92 so that no hole meets the boundary 092, and even 
more importantly, so that each hole lies at a distance larger than the order ofe from 
092. It is easily seen that the total number of holes n(e) is asymptotically equal to 
~-N 1~1. Then, the fluid domain is defined by 

n(e) 
= U :r;. (3) 

p = l  

As we shall soon explain, the underlying physical problem of fluid-solid interac- 
tions is purely two-dimensional. Nevertheless, since from a mathematical point of 
view there is no conceptual difficulty in higher dimensions, we shall state all our 
results in any space dimension N >__ 2. We consider the simplest model of vibrations 
of a tube-bundle immersed in a perfect incompressible fluid inside a cavity with 
a constant planar section 92 (this model is mainly due to J. PLANCHARD [27, 28]; 
more complex models are available in, e.g., [1 1]). A tube bundle is made of parallel 
tubes, long enough for three-dimensional effects to be ignored, which can move 
transversally under the action of the fluid pressure and of repelling forces created 
by some binding device. The holes T~ represent the cross sections of the tubes and 
92~ is the part of 92 occupied by the fluid. 

When such a vibrating tube bundle is immersed in the fluid, both the tubes and 
the fluid vibrate. The result is a non-stationary partial differential equation in the 
fluid region coupled with a system of ordinary differential equations which repre- 
sents the oscillations of the tubes. The fluid-solid interactions are taken into 
account by the coupling between the partial differential equation and the system of 
ordinary differential equations. 

More precisely, in the model we study in this paper the tubes are also assumed 
to be rigid and only small oscillations of the fluid around the state of rest are 
allowed. The velocity 6%o of the fluid derives then from a potential function 
u~o = u~o(x, t). Since the fluid is incompressible, its motion is governed by the 
Laplace equation 

Auto = 0 in 92~ x IR. (4) 

The fluid is not allowed to escape the cavity and so u~0 satisfies 

OHeO -- 0 on 092 xlR. (5) 
0n 
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On each F;,, the normal velocity of the fluid should coincide with the normal 
component of the tube's velocity. Thus we have 

Ou,o_drop .n  o n r f i x l R ,  p = l ,  .,n(e), 
On dt " " 

where n is the outward unit normal on the boundary of f~ and rop(t) is the 
transverse displacement vector at the instant t of the p-th tube which, due to the 
assumption of rigidity, depends only on t. It is furthermore assumed that there is no 
interaction between the tubes and that the motion of tube p is that of a simple 
harmonic oscillator with a forcing term modeled by its interaction with the fluid. 
Since the fluid is assumed to be perfect, this term depends only on the pressure P~o 
of the fluid. More exactly, r0p satisfies the second-order ordinary differential 
equation 

d2rop 
m - - ~  + krop = ~ p~o(X, t)n ds in IR, (6) 

r~ 

where m and k are two positive constants corresponding to the mass per unit length 
and the stiffness of the tubes, and p~o(X, t) is the pressure of the fluid at the point 
x e f~ and at time t. Next, let us consider the Euler equation in order to link P~o 
and u~0: 

OU~o 1 
- -  + ( ~ 0 '  v )u~0  + -  Vp~o = o, & p 

where p > 0 is the density of the fluid. Given that only small oscillations are being 
considered, linearizing the Euler equation, we obtain the well-known Bernoulli 
relationship 

0U~O 
p~o = - p - - ~  + c(t), 

where c(t) is an arbitrary constant (in space, not in time). As usual in vibration 
models, we seek sinusoidal solutions of the form 

U~o(X, t) = u j  °~`t, roy(t) = rpe i°~"t, 

where co~ is the unknown (resonant) vibration frequency of the coupled system and 
i is the usual square root of - 1. We can solve explicitly the ordinary differential 
equation for roy and get 

iPco~e~°"t S u~n ds. 
rop(t) = k - me0 2 I; 

It is now possible to eliminate the unknowns rop. To simplify the notation, we 
define a rescaled frequency 

k - mc0~ 

2~= ~Np~o~ • 
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To avoid the problem of having the potential ut defined up to a constant, we 
replace the physical Neumann boundary condition (5) on 0f~ by the more conveni- 
ent Dirichlet one. As we shall see below (cf. Remark 2.1.7), this change has basically 
no influence on the results, and greatly simplifies the exposition. Then, (2t, ut) has 
to be a solution of the following spectral problem in fit 

- A u t  = 0 i n  f i t ,  

2t Out _ 1 
3n I Y;,t n" ~ u~n ds on r~ for 1 <__ p < n(e), (7) 

re 

ut = 0 on 0f~, 

where n is the exterior unit normal on the boundary of f~. 

To obtain the solutions of (7), we introduce a finite-dimensional operator St, 
mapping the space IR N"(t) into itself, whose characteristic values coincide with the 
eigenvalues 2~ of (7). A vector s in IR N'(t) is decomposed into components 
(sp)l _< v-< .(t), each Sp ~ IR N being associated with the corresponding hole T~. This 
operator S~ is then defined by 

= u,n ds for any s ¢ IR N'(~), (8) 
1 <p<n(~)  

where ut is now the unique solution in H 1 (fl~) of the boundary-value problem 

- Aut = 0 in f~, 

Out 
~n Sp'n on I ' ;  for 1 < p < n(e), 

u~ = 0 on 0f~, 

(9) 

Remark that this choice of the operator St is somewhat arbitrary, but this 
nonuniqueness is not important at this point. 

According to J. PLANCI~ARD [273, C. CONCA & M. VANN~NATHAN [12], the 
operator S, is self-adjoint and positive-definite, and its characteristic values co- 
incide with the spectrum of (7). More precisely, they proved 

Proposition 1.2.1. There exist Nn(e) positive reals 0 < 2t(1) _-< . . . _-< 2t(Nn(e)) (not 
necessarily distinct) and Nn(e) non-zero functions u~(1),.. .  ,u~(Nn(e)) in HI (~ , )  
such that 
t. for each j = 1 . . . . .  Nn(e), [2~(j), u~(j)] is a solution of(7), 
2. the pairs [2~(j), ut(j)] 1 <= i <~ Nn(~) describe all the solutions of (7). 

An important feature of the spectrum of St is that it is bounded away from zero 
and infinity, uniformly in e. This behavior is deduced from the following lemma, 
the proof of which can be found in Section 2.2 (a similar result can also be found 
in [12]). 
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Lemma 1.2.2. There exist  two positive constants c and C with 0 < c < C < + o% 
which do not depend on e, such that 

c =< 2~(1) =< • • • =< 2~(Nn(e)) =< C. 

The determination of the spectral eigenvalues 2, is of great importance in many 
applications (see [27] and references therein). However, for small e the number of 
eigenvalues is very large and their precise values are irrelevant. Rather, we are 
interested in the qualitative asymptotic behavior of the spectrum. Thus, the goal of 
this paper is to study the limit of the spectrum [2~(j), u,(j)] 1 ~ j ~ N~(,) of (7) as the 
period e goes to zero. In practice we achieve this goal by studying the convergence 
of the sequence of operators S~. Since these operators are not defined on the same 
fixed space, but rather on a sequence of spaces IR N"("), depending on e, we shall 
introduce an extension 7, of each S, defined on a fixed Hilbert space. This will allow 
us to use the classical theory of perturbations of linear operators and the powerful 
tools on spectral convergence developed by F. RH~LICH (see his original work [30] 
or modern textbooks such as [18] or [-31]). 

However, the question of choosing the right extension of S~ (i.e., of choosing in 
which fixed space IR ~"~) should be embedded) is a subtle one and is addressed in 
great detail in Section 3,1. At this point, let us simply warn the reader that different 
extensions yield various limit operators, possibly with different limit spectra. This 
seemingly paradoxical result is due to the fact that, although S~ is a nice, finite-rank 
operator, it never converges, in any sense, to a compact limit operator. This loss of 
compactness is the main feature of this problem, which makes it both difficult and 
interesting. 

2. Classical homogenization: a macroscopic limit operator 

2.1. Main results 

In this section, we extend the operators S, to the Hilbert space LZ(f2) N, and we 
study the convergence of these extensions, denoted by ~ ,  in the fixed space L~(f~) ~¢. 
In some sense, it is the most natural choice of extension, since, as ~ goes to zero, 
a vector s~ e IR N"<~), interpreted as a function constant in each cell Y~, "converges" 
to a function s(x)  defined in f2. This choice also has the advantage that the 
convergence behavior of S~ is obtained through a periodic homogenization prob- 
lem, amenable to classical techniques such as two-scale convergence. 

To begin with, we introduce two continuous linear operators: P~ which maps 
L2(f~) N onto IR N"(~), and E, which maps IR s"(~) into L2 (~"~) N. More precisely, they are 
defined by 

p ~ : L 2 ( ~ )  N -+ ]RNn(~), 

s(x)-~(t~l S S(x) dx ) 
y~ 1 <p<n(e),  

(lO) 
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Et :IR N'(~) ~ Lz(f]) N, 
,(t) (11) 

(Sp)l<p<=n(e)---l'S(X) = 2 SPZy~(X) 
p=l 

where Zy~(X) is the characteristic function of the set Yp. It is easily seen that the 

composition PtE~ is nothing but the identity in IR N"(t), while E~P~ is the standard 
projection operator from L 2 (f~)N onto its subspace of piecewise constant functions 
on each cell Yr. 

We are now in a position to define the extension S~ by means of the following 
composition rule 

g,:  L2(~)  N -~ L2(f~) N 
(12) 

s(x) ~ EtStPts(x). 

One can easily check that E* = ~Np~ and P* = ~-NE t (where the symbol • denotes 
the adjoint operator). Since St is self-adjoint and has finite rank, its extension ~t is 
obviously self-adjoint and has finite rank too (thus, it is compact). Since P~ is 
surjective, the spectrum a(St) of S~ is nothing but that of St plus the eigenvalue 0, 
which has an infinite multiplicity. As a consequence, in this framework the asymp- 
totic analysis of (7) is reduced to the study of the convergence of the sequence St in 
the space of linear continuous operators on L2(fl) N. Our main result is a strong 
(but not uniform) convergence of this sequence to a non-compact limit operator S. 

Theorem 2.1.1. The sequence of operators ~t converges strongly to a limit S on 
L2(~) n, i.e.,for any function s ~ L2(~) n, 

Sts -+ Ss in L2(~) n strongly, 

and the limit operator S is defined by 

Ss = (A - I) Vu - (A - OI)s, (13) 

where I denotes the identity matrix, 0 = [Y*[ denotes the volume fraction of fluid in 
the unit cell, u is the unique solution in HI(~)  of the boundary-value problem 

- div(AVu) = div((I - A)s) in f~, 
(14) 

u = 0 on ~ ,  

and the matrix A is defined by 

Aij = ~ (Vywl + el)'(Vywj + eft dy, (15) 
y* 

where, for 1 < i <- N, wl is the unique solution of the so-called cell problem 

- divr(Vrwi + e!) = 0 in Y*, 

(Vywl + el) 'n = 0 on OT, (16) 

y ~ wi(y) is Y-periodic. 
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The proof of Theorem 2.1.1 is given in Section 2.2. The essential ingredient for 
proving the strong convergence of S~ is a careful anNysis of the homogenization of 
the boundary-value problem (9) for the potential u~. Our main tool is the two-scale 
convergence method recently introduced by G. ALLAIRZ [2] and G. Nour';TSENO 
[23]. 

Remark 2.1.2. In view of definition (13) of the limit operator S, it seems likely that it 
is not compact. This is indeed the case by virtue of Theorem 2.1.4 below. Since the 
operators ~ are compact, this theorem indicates the optimality of the strong 
convergence, in L2(f~) N, of this sequence. One cannot hope to prove a sharper 
result, namely, the uniform convergence of S~, because this convergence would 
imply the compactness of the limit S. 

In order to describe the spectrum of S, we recall a well-known temma on the 
properties of the homogenized matrix A. 

Lemma 2.1,3. Let A be the homogenized matrix defined by (15). Then, both A and 
( 0 I -  A) are symmetric and positive-definite. Furthermore, if the fluid cell Y* has 
cubic symmetry, then the homogenized matrix A is proportional to the identity. 

Theorem 2.1.4. The limit operator S, defined o n  L2(~)  N by (13), is positive-definite, 
self-adjoint, and not compact. Furthermore, its spectrum 6(S) coincides with its 
essential spectrum. Since the matrix 

B(2) = A - (I - A)(A + (2 - 0)I)-~(I - A) 

is diagonizable by virtue of Lemma 2.1.3, the spectrum of S is exactly the set of all 
values of 2 such that B(2) has either an infinite or a zero eigenvalue, or has 
simultaneously positive and negative eigenvalues. Thus, the spectrum of S is a finite 
union of intervals of IR. 

We recall that the essential spectrum of a self-adjoint operator is the subset of 
its spectrum whose elements are not isolated eigenvalues of finite multiplicity. 
Thus, S cannot be compact since the essential spectrum of a compact operator can 
contain only the single point zero. In the case where the homogenized matrix A is 
a multiple of the identity, we can improve Theorem 2.1.4. 

Theorem 2.1.5. Assume that the fluid cell Y* has cubic symmetry; then, by virtue of 
Lemma 2.1.3, the homogenized matrix A is equal to M, with 0 < ~ <_ O. In this 
isotropic case, the spectrum a(S) of S consists of two eigenvalues, 2a < 22, of infinite 
multiplicity: 

1 - 2c~ 
2 i = O - : t ,  2 2 = 0 + - -  

o( 
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whose eigenspaces are respectively 

E1 = {s ~ L2(~)  N such that divs = 0 in f~}, 

Ea = {s ~ LZ(f~) N such that s = Vq with q ~ H~(f~)}. 

The proofs of Theorems 2.1.4, 2.1.5 are given in Section 2.3. 

Remark 2.1.6. It is easily seen that the direct sum of the eigenspaces Ea and E2 is 
precisely LZ(f~) N, as it should be. From a physical point of view, E1 is the set of all 
macroscopically incompressible displacements of the tubes (corresponding to 
a zero fluid velocity), while E2 contains the gradient-type displacements which yield 
a non-zero fluid velocity. In the anisotropic case (in which A is not proportional to 
the identity), such an orthogonal decomposition of LZ(f~) N, with respect to S, is not 
easily available. Furthermore, the spectrum of S exhibits a band structure as can be 
readily checked from its definition. 

Remark 2.1.7. The spectrum a(S) is defined by an algebraic criterion involving 
the eigenvalues of the matrix B(2), regardless of the precise type of boundary 
condition satisfied by the potential u. In particular, if we change the definition of 
the operator S by replacing the Dirichlet boundary condition on 0~ by a Neumann 
condition in (14), this does not affect its spectrum a(S) (considered as a subset of the 
real line). The same holds true for other types of "usual" boundary conditions like 
mixed or Fourier conditions. Of course, a value 2 in the spectrum may or may not 
be an eigenvalue, depending on the precise type of boundary conditions. Moreover, 
the definition of the corresponding eigenspaces depend also on the boundary 
condition in (14). However, as far as the characterization of o-(S) is concerned, the 
entire analysis performed in this paper for a Dirichlet boundary condition carries 
over mutatis mutandis for the more physical case of a Neumann boundary 
condition. 

It remains to see in which sense o-(~) converges to a(S). If the convergence of 
the sequence ~ were uniform, and the limit operator S compact (which is not the 
case by virtue of Theorem 2.1.4), then it would be a classical matter to prove 
pointwise convergence of the eigenvalues (see, e.g., [25, 26, 38]). Unfortunately, the 
situation here is non-standard in the sense that neither ~ nor its resolvent converge 
uniformly to their limits. Therefore, following the ideas of [31, 32], we prove the 
convergence of a (~)  to o-(S) in a much weaker sense, i.e., by means of the so-called 
spectral families. We first recall the classical definition of a spectral family for 
a self-adjoint operator on a Hilbert space (for details see, e.g., [t8, 31]). 

Proposition 2.1.8. Let S be a setf-adjoint operator on a Hitbert space H. Its spectral 
family is the unique function g(2), defined on IR with values in the space of orthogonal 
projections on H, satisfying the properties 
1. S = ~+ ~ 2dd~(2) in the sense of Stieltjes integrals. 
2. g(2) is non-decreasing, i.e., g(2)g(p)  = g(min(2,#)). 
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3. for any u ~ H, d~(2)u converges strongly to 0 in H when 2 goes to - oo and to u in 
H when 2 goes to + ~.  
4. for any u 6 H, 2 ~ g(2)u is continuous on the right in the strong topology of H. 

An important property of the spectral family g(2) is that the spectrum a(S) 
coincides with the set of real values 2 such that g(2) is not constant in a neighbor- 
hood of 2. Furthermore, the points of discontinuity of ~(2) correspond to eigen- 
values (of finite or infinite multiplicity), while the points where g(2) is continuous 
and not constant belong to the continuous spectrum of S. 

It is very easy to compute the spectral family of ~ ,  but we are able to compute 
that of S only in the isotropic case (i.e., A = c~I). For 1 < j  < Nn(e), with s~(x) 
denoting the normalized eigenvector associated with the eigenvalue 2} of S~, its 
spectral family g~(2) is simply defined by 

g~(2)s(x) = ~ ( !  s f (x ) ' s (x)  dx ) s , ( x ) .  
{j[2} < 2} 

In the isotropic case, a well-known result states that the direct sum of the 
eigenspaces E1 and E2 is exactly L2(f~) N. In other words, for any s e LZ(f~) N, there 
exists a unique decomposition 

s = t + Vq with divt = 0 and q e H01(f~). 

Then, the spectral family g(2) of S is defined by 

0 if 2 <2~,  

C(2)s = t if 21 _-< )~ < )~2, (17) 

s if 2z < 2. 

As a direct consequence of Rellich's theorem, which implies the convergence of 
spectral families from the strong convergence of a sequence of self-adjoint oper- 
ators (see the original work of RELHCH [30], or more recent textbooks such as 
[18,31]), we deduce from Theorem 2.1.1 

Theorem 2.1.9. Let S, and S be the operators on LZ(f~) N defined by (12) and (13) 
respectively. I f  2 is not an eigenvalue of S, then the spectral family C~(2) of S~ 
converges strongly to that d~(2) of S as e goes to zero, in the sense that for any 
s e L2(f~) N, 

d°,(2)s ~ g(2)s in L2(f~) u strongly. 

Remark 2. I. 10. This convergence of ~(2)  holds for all values of 2 not eigenvalues of 
S. In the isotropic case, this condition rules out only the two values 21 and 22. 
However, in the anisotropic case we do not know the point spectrum of S (see 
Section 2.3 for more details). Of  course, we know that the spectrum ~r(S) of 
S coincides with its essential spectrum, but this yields no information on the 
decomposition of a(S) in its point and continuous parts. Thus, it could happen, 
unfortunately, that the above convergence is useless on a large part of o-(S). 
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Convergence of spectral families is a sort of weak convergence for the spectrum, 
not so much from a physical point of view (for a more complete discussion of this 
type of convergence and very interesting applications, we refer to [31]). As men- 
tioned before, we are primarily interested in the pointwise convergence of the 
spectrum. From Theorem 2.1.1, we can obtain such a result which, strictly speak- 
ing, is weaker than the Rellich Theorem 2.1.9 (for its proof see Section 2.3). 

Propos i t i on  2.1.11.  The strong convergence of S~ to S implies that 
1. For any 2 ~ a(S), there exists a sequence 2~ ~ 6(S~) such that 2~ ~ 2. 
2. There may exist non-zero sequences 2~ e a(S~) such that 2~ -~ 2, where the limit 
2 does not belong to a(S). In this case, any associated sequence of normalized 
eigenvectors converges weakly to zero in L2(f~) ~'. 

In view of this result, it seems likely that a (S) does not contain all possible limits 
of sequences in o-(~). This means that S is perhaps not the "best" limit operator 
available. To obtain a different limit operator, the only possibility is to change the 
Hilbert space in which we perform the asymptotic analysis. Indeed, we are at 
liberty to extend the original operator S~, merely defined in ]R N"~), to a space other 
than L2(~) ~. To recover the "largest" possible limit spectrum, we have to carefully 
choose this new extension, following the crucial hint, given by Proposition 2.1.11, 
that sequences of eigenvalues which "escape" in the limit from o-(S) are associated 
with eigenvectors converging weakly to zero in L2(fl) N. The usual belief that weak 
convergence corresponds to oscillations (in the absence of concentration effects) 
indicates that the new Hilbert space, in which IR N"(~) is embedded, must capture 
these oscillations. In Section 3 we propose such a new extension by using a combi- 
nation of two-scale convergence and Bloch-wave theory. 

Remark 2.1.12. Let us briefly discuss the previous work of C. CONCA ~% M. 
VANNINATHAN [12] on the same problem. The key in comparing our results to 
theirs is to recognize that the spectral problem (7) is invariant upon rescaling by 
a factor e. In other words, by the change of variables 

x 
y = - ,  

the problem of finding all (27, u,) solutions of 

- Au.  = 0 in f~*, 

20u~ "~n  = n'o( u, nds on Fp for 1 <__ p < n(q), (18) 
r~ 

u~ = 0 on ~f~,j 

is equivalent to our spectral problem (7) with the definitions n(t/)= n(e), 
= = = e Fp, Yp = e- Yp and the identities 

u . ( y )  = u~(x), 27 = L .  
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The above spectral problem (18) is exactly that studied in [12] by means of the 
Bloch-wave theory. It turns out that the resulting limit problem, defined in an 
unbounded domain, has nothing to do with the results obtained in this section by 
classical homogenization. Thus, another motivation of Section 3 is to understand 
this difference. As we see, we are able to recover the results of [12] by using our 
Bloch-wave homogenization method developed in Section 3 (see Remark 3.2.13). 

2.2. Convergence of the classical homogenization process 

This section is devoted to the proof of Theorem 2.1.1 concerning the strong 
convergence of the sequence of operators g~ defined by 

L (n)" L 
(19) 

p= 1 r~ / " 

where u~ is the unique solution in H 1 (f~) of 

- Au~ = 0 in f ~ ,  

Out 
c~n - (P~s)'n on F~, for 1 < p < n(a), (20) 

u~ = 0 on ~ ,  

the right-hand side P~s being defined by 

1 
P,s = ~ £ s(x) dx on each r~, for 1 < p < n(s). 

Since the definition (19) of S~ involves the solution u~ of the boundary-value 
problem (20), our first task is to homogenize this problem as s goes to zero. To do 
so, we use the two-scale convergence method (recently introduced in [2] and [23]), 
which is well-suited to the present periodic setting. It turns out that the determina- 
tion of the limit of S~ (i.e., the weak convergence of ~ to its limit S) requires only 
a corrector result for u~, or equivalently the F-convergence of the energy associated 
with (20). Such results can also be obtained via standard homogenization proce- 
dures such as two-scale asymptotic expansions (see, e.g., [5, 6, 33]) rigorously 
justified by G- or H-convergence (see, e.g., [13, 22, 35, 36]). However, the strong 
convergence of the sequence ~ seems to rely crucially on the two-scale convergence 
method (see the proof of Proposition 2.2.6). We begin by recalling the necessary 
results on two-scale convergence (we follow the notation of [2]). 

Propos i ton  2.2.1. 1. Let u~ be a bounded sequence in L2(f2). There exist a subse- 
quence (still denoted by s) and a two-scale limit Uo(X, y) ~ L2(f2 x Y) such that u~(x) 
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two-scale converges to Uo(x,y) in the sense that 

lim ~ u~(x)4 ( x ' X )  n =/Y/arl~'[u°(x'Y)(~(x'y)dxdy 

for any function 4(x ,y )  in ~[f~; C~(Y)]. 
2. Let u~ be a bounded sequence in H j (~). Then, up to a subsequence, u~ two-scale 
converges to a limit u(x) E Hl  (f~), and Vu~ two-scale converges to V~u(x) + Vyul (x, y), 
where the function ul(x, y) belongs to L 2 [f~; H~ (Y)/IR]. 
3. Let u~ be a sequence of functions in L2(f~) which two-scale converges to a limit 
Uo(x,y) ~ L2(f~ x Y). Assume further that 

1 
lim }[u~[12~(a) ]lUg 2 = k ' ( . × r > -  

(Then u~ is said to two-scale converge strongly to its limit Uo.) For any sequence v~ 
which two-scale converges simply to a limit Vo(x,y) e L2(f~ x Y), 

u,(x)v~(x)-- '~y t { Uo(x,y)vo(x,y)dy in L l ( n )  weakly. 

Since we are studying an homogenization problem in a perforated domain t)~, 
we use a well-known technical lemma [9] for extending the solution u~ of(20) to the 
whole limit domain fl. This allows us to study the convergence of the sequence u, in 
the fixed space H~(fl). We remark in passing that two-scale convergence can 
handle homogenization problems in perforated domains without using any exten- 
sion operator (see Section 2 in [2]), but the following extension lemma simplifies 
the presentation of the results. 

Lemma 2.2.2. Let ~ be a perforated domain defined by (3). There exists a bounded 
extension operator X~ acting from H I ( ~ )  into Ha(~) and a positive constant 
C (independent of a) such that 

X~v = v in ~ ,  1] x~v Ilnl<~) ~ C II v II~'<~) 

for any v e Hl(f~).  

To simplify the notation further, we denote by u~ both the solution of (20) in 
H a (fl~) and its bounded extension XEu~ in H 1 (fl). The next step is to obtain a priori 
estimates for the solution u, (which, by the way, provides a proof of Lemma 1.2.2). 

Lemma 2.2.3. Let u~ be the unique solution of(20) in HI(~. )  (extended to the whole 
domain ~)). There exist two positive constants c and C independent of a and s with 
0 < c <_ C such that 
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Proof. Multiplying (20) by u~ and integrating by parts yields 

SIVu~] 2 d x =  2 S s(x) dx • u~n ds . (21) 

Since the holes are isolated, we have 

! uj,  ds = ~ Vu~dx <= ~,/2 IIVu~IIL~(T> 
r~ 

On the other hand, the Cauchy-Schwarz inequality gives 

I@p[ ~ ~ g-N/21ISHLZ(Y~)" 

Thus, the right-hand side of (21) is bounded by 

n (a)  

p = l  

This gives an upper bound for the norm of u~. To get a lower bound, we multiply 
(20) by a test function v~ defined in each cell Y~, of center xp, by 

where O(y) is a Y-periodic function which is identically equal to 1 on the hole 
T and vanishes on a neighborhood of ~ Y. Integrating by parts yields 

,Vu~.Vv~dx=;~=)(P~s).(;v~nds). (22) 

The right-hand side of (22) is easily seen to be equal to I Tle ~ ~ ) ,  I P~s] 2, while its 
left-hand side can be estimated by remarking that v, is uniformly bounded in 
Hl(f~), giving the lower bound for the norm of u~. 

We are now in a position to give the homogenized system for (20). 

Proposition 2.2.4. The sequence u~ of solutions of(20) (extended to the whole domain 
f~) converges weakly in H~(fl) to the unique solution u of the homogenized problem 

-- div(AVu) = div((I - A)s) in f~, 
(23) 

u = 0 on ~ ,  

where the matrix A is defined by Aij= ~r,(Vywi + e~)'(Vywj + ej)dy, and where 
(wi)l <_i<N is the family of solutions of the cell problems (16). Furthermore, Vu~ 
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two-scale converges to Vxu(x) + Vrul (x, y), with 

u~(x,y) = 2 w~(y) ( ~ ) -  s,(x) , 
i = l  

and the energies converge: 

lira ~ IVu~t 2 dx = ~ ~ IV~u + Vru~(x,y)l z dxdy. 
s ~ O  'II~ f~ Y* 

(24) 

Proof. We know from Lemma 2.2.3 that the sequence u, is bounded in Ho~(f~). By 
Proposition 2.2.1, up to a subsequence, u~ two-scale converges to a limit u(x) 
(which, of course, coincides with the usual weak H~(f~) limit), and Vu~ two-scale 
converges to Vu (x) + V r u 1 (x, y ) where u 1 e L 2 [f~; H ~, (Y) ]. Then, we multiply (20) 
by a test function ¢(x) + e4)l(x,x/e), with ¢ e N(f~) and Ct e N[f~; C~(Y)]. Integ- 
rating by parts, we obtain 

\ e /  
f~ 

(25) 

r~ r~ 

where Z(Y) is the characteristic function of Y*. Green's formula in each hole T$ 
g i v e s  

F~ T~ 

(26) 

Therefore, if we use the definitions (10) and (11) of P~ and E~, the right-hand side of 
(25) becomes 

Since the size of the cells goes to zero as s does, it is easy to prove (we leave this to 
the reader) that 

E~P,s ---,s in L2(f2) N strongly for each s ~ L2(f2) N. (28) 

Thus, we can easily pass to the limit in (27). On the other hand, passing to the 
two-scale limit (by Proposition 2.2.1) in the left-hand side of (25), we obtain 

~ (Vu(x) + v, ul(x,y)). (V4(x) + v, Ol(x,y)) dx dy = 
92 Y* 
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= - y ~ s.(VqS(x) + Vyq~l(x,y))dxdy 
f~T 

= IZl y 4~(x) divxs dx + ~ ~ s(x) 'nyqbl(x,y  ) dxds. (29) 
fl t~ ~T 

Equation (29) is nothing else but a variational formulation for (u, ul ) in the space 
Hol (fl) x L 2 Ill; H~ (Y *)/IR I. By application of the Lax-Milgram lemma, it is easily 
seen that (29) admits a unique solution. Thus the entire sequence u~ converges to its 
limit u. From (29) we derive the associated system of equations (the so-called 
two-scale homogenized problem) 

-- A~,ul(x,y) = 0 in f~ x Y*, 

- divx (~r.(Vu(x) + Vyul(x,y))  dy) = I r l  div~s in f~, 

u(x) = 0 on 3fL (30) 

(Vu(x) + Vrudx, y ) -- s(x)) 'ny = 0 on ~T x f~, 

y ~ ul(x, y) is Y-periodic. 

By linearity, the solution ul in (30) can be computed in terms of Vu(x) and of the 
solutions (wi)l _< i _< N of the cell problems (16): 

ul (x ,y )  = w,(y) ~ (x) - si(x) . (31) 
i=1 

Finally, eliminating the y variable in (30) yields the homogenized equation (23) (for 
details, see Section 2 in [2]) by remarking that 

(Vu(x) Ji- gy/t 1 (x, y)) dy = OVu(x) + ~x~ (x) - si(x) Vwi(y) dy, 
Y* i=  1 

Vwdy) dy = (A - 0I) e~, (32) 
y* 

where the matrix A has been defined in (15). To prove the remaining statement (24), 
we multiply (20) by us, and integrate the product by parts: 

f lVud 2 dx = 2 s(x) dx • u~nds  
p = l  

r~ r~ 

= Z - 1 GP~s" Vu~ dx. 

f~ 

(33) 
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To pass to the limit in (33), we recall that E~P~s converges strongly to s in Lz(~)) N 
(see (28)). Thus the limit of (33) is the same as that of 

By definition of two-scale convergence, the limit of (34) is simply 

(34) 

-- ~ 5 s ' ( V u ( x )  + Vyul(x,y))dx dy = ~ ~ [Vxu + Vyul(x,y)[ z dxdy, 
T ~ Y *  

thanks to an easy integration by parts in (30). 

With the help of the above homogenization result, we can compute the limit 
operator S. 

Proposition 2.2.5. 
by 

The sequence ~ converges weakly in L2([~) N to its limit S defined 

Ss = (A - I) Vu - (A - OI)s, (35) 

where 0 = I Y* I, and u is the unique solution in H 1 (~) of the homogenized problem 
(23). 

Proof. We study the convergence of ~ by inspecting the limit of 5a S~s" sdx. From 
the energy relation (33) we deduce that 

S g~s's dx = ~ Vu~. Vu, dx. (36) 
a a~ 

We have just computed the limit of the right-hand side of (36) (see (24)) which 
defines a continuous, self-adjoint, linear operator S acting on L2(~) N by 

5 Ss . s  dx = ~ 5 IVu + Vru,(x,y)l z dxdy, (37) 
F~ ~I Y* 

where (u(x), ul (x, y)) is the solution of the two-scale homogenized problem (30). 
Replacing ul by its value (31) and using the relationship (32) yield 

Ss = (A - I) Vu - (A - OI)s. 

To complete the proof of Theorem 2.1.1, it remains to establish. 

Proposition 2.2.6. The sequence ~ converges strongly in LZ(ff2) N to its limit S. 

Proof. Let 6 be any sequence which converges weakly to a function t in LZ(ff2) N. We 
need to show that 

lim ~ ~s' t~ dx = ~ Ss. t dx. 
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By introducing a function v~, defined as the unique solution in H 1 (f2~) of 

- kv~ = 0 in f ~ ,  

8v--2 = (P~t~)'n on F v ~ for 1 < p < n(g), 
~n = = 

(38) 

we easily obtain 

v~ = 0 on 8~2, 

S=s't~ dx = ~ Vu=" Vv~ dx. (39) 

To pass to the limit in (39) we again use two-scale convergence. To this end, we 
need first to homogenize equation (38) for v~. Note that, thanks to the a priori 
estimate in Lemma 2.2.3, v~ is also uniformly bounded in H01(~). Thus, the 
homogenization of (38) follows the same procedure as that in Proposition 2.2.4. 
The only difference comes from the argument used to pass to the limit in the 
right-hand side of the variational formulation (25): 

r~ r~ 

= fg~'eePe ((~ ( ~ ) - - 1 ) ( V ¢ ( x )  -~ Vy~l (x,~)-}-F.Vx~)l(X,~)))dx. 
f~ 

(40) 

It is not difficult to check that, for any smooth function O(x,y)~ ~(fl;C~(Y)),  
E~P~O(x, x/e) converges strongly to Yr ~(x, y) dy in L2(fl). With this property, it is 
now straightforward to pass to the limit in (40). Denoting by v(x) the weak limit of 
v~, and by vl(x, y) the function such that Vv~ two-scale converges to V~v + Vyvl, we 
find that the sequence v~ converges in the space H~(f~) x L 2 [f~; Hie (Y*)/IR] to the 
unique solution (v, va) of the same homogenized problem (30) where the right-hand 
side s is simply changed for t. 

Then, to pass to the limit in (39) we use the so-called strong two-scale conver- 
gence of Vu, (see part 3 of Proposition 2.2.1), which is a consequence of the energy 
convergence (24). Finally, we obtain 

lira S Vu~.Vv~dx = ~ ~ (Vxu + Vyul ) ' (Vxv + Vyvl)dxdy, 
~0 ~ ~ y* 
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which gives the desired result up to an easy integration by parts in the homogen- 
ized system (30). 

R e m a r k  2.2. 7. In the definition of the original operator St, we asked that each tube 
displacement sp be constant on its section Tp. From a physical point of view, this 
ensures that the tube displacements are rigid. To define a proper extension 
S~ = E,S~P~ of S~, it is absolutely necessary to define a projection operator P~ which 
maps L 2 (f~)N onto piecewise constant functions on each tube boundary, in order to 
preserve this requirement of the model. Previous attempts to homogenize system 
(20) have failed because the violation of this property leads to a different homogen- 
ized problem and an unphysical limit operator. For example, our results do not 
agree with those in [28] because uncorrect asymptotic expansions were used that 
lead to the implicit boundary condition 

-~n = S ( X ) ' n  onF~  

which contradicts the model's requirement of rigid displacements. 

2.3. Spectrum o f  the l imit  operator  

This section is devoted to the study of the spectrum a(S) of the limit operator S, 
i.e., to the proofs of Theorems 2.1.4, 2.1.5, and Proposition 2.1.11. Recall that the 
limit operator S is defined by 

S s  = (A - I )  Vu - (A - OI)s, 

where u is the unique solution in Hl(f~) of the homogenized problem 

(41) 

- div(AVu) = div((I - A ) s )  in f2, 

u = 0 o n  ~f~, 

(42) 

and A is the constant homogenized matrix defined by (15). Since A is symmetric, 
and thus diagonizable, we may assume with no loss of generality, that A is diagonal 
in the canonical basis (ei)l <_i<_~, with eigenvalues 0 < et < " " " =< ~- < 0. 

A generic eigenvalue 2 and eigenvector s of S satisfy 

which, combined with (41), implies that the corresponding potential u is given by 

Vu = (A - I )  I ( A  + Oo - O)I)s .  (43) 

Introducing a matrix B(2) defined by 

B(2)  = A --  (I  --  A ) ( A  + (2 -- 0 ) I ) -  ~(I --  A) ,  
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we find that the potential u must be a solution in H~(~) of 

- div B(2) Vu = 0 in f~, 
(44) 

u = 0 on Ofl. 

Note that (44) is either elliptic or hyperbolic (but always with a Dirichlet 
boundary condition for all variables) and that B(2) may have eigenvalues equal to 
infinity. Investigating the possible solutions of (44) should give us a characteriza- 
tion of the eigenvalues of S. However, since S is not compact, its spectrum is not 
merely made of eigenvalues, but can also contain an essential part. To characterize 
the essential spectrum of S we use Weyl's criterion (see, e.g., [31]). 

Lemma 2.3.1. A real 2 belongs to the essential spectrum of  S i f  and only i f  there exists 
a sequence sn ~ L2(~) N such that 

s,---" 0 in L2(fl) N weakly, with I[sn]lL2(a), = 1, 

Ss. -- ) ~  ~ 0 in L2(~)  N strongly. 

Proposition 2.3.2. Let  2 = 0 - ei for  some i ~ {1 . . . . .  N} .  In this case B(2) has an 
eigenvatue equal to infinity. Then 2 is an eigenvalue o f  infinite multiplicity o f  S. 

Proofi By multiplying equation (43) by the eigenvector ei and integrating against 
any test function on ~2, we obtain 

0x~. (x) = 0 in t2. 

Thanks to the Dirichlet boundary condition on ~ ,  this implies that u is identically 
zero in f~. Thus, (41) and (42) yield 

(A - e i l ) s  = 0 in fl, 

div(I - A ) s  = 0 in fl, 

which gives the definition of the associated eigenspace in L 2 (fl) N, which is infinite- 
dimensional, as can easily be checked by taking 

s(x)  = 4)(xl . . . . .  x i -  l ,x i+ l . . . . .  xN)e,,  

where the scalar function c~ does not depend on x~. 

Proposition 2.3.3. Let  2 = 0 + (1 -2~i) /~i  for  some i s  {1 . . . . .  N} .  In this case 
B(2) has a zero eigenvalue. Then 2 belongs to the essential spectrum of  S. 

Proofi In the isotropic case (~i = e for all i s {1 . . . . .  N}), one can easily prove that 
2 is an eigenvalue of infinite multiplicity whose eigenspace is {Vq such that 
q s Hol (fl)}. In the anisotropic case, it is generally not true that 2 is an eigenvalue. 
For  example, in two dimensions with ~1 < a2, if we assume with no loss of 
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generality, that 2 = 0 + ( 1 -  2cq)/a~, then the associated potential u satisfies 
02u/~x 2 = 0, which, together with the Dirichlet boundary condition, implies that 
u is identically zero in f~. Then, by (43), s must also be equal to zero, which means 
that 2 is not an eigenvalue. 

Thus, we apply Weyl's criterion to show that 2 belongs to a(S). Let 0(Y) be 
a Y-periodic function defined by 

q~(y) = { yi if 01 < Yi < ½, 
1 - y ~  if 7 < y i <  1. 

Let us check Weyl's criterion for the sequence s, defined by 

s , , ( x )  = V(n- ~ ¢(nx)). 

The function s, takes alternatively the values ei and - ei with periodicity n-1, 
where ei is the eigenvector associated with the eigenvalue cq. It is easily seen that s, 
converges weakly to zero in L2(f2) N, while its norm is uniformly bounded away 
from zero. To show that S s , -  2s, converges strongly to zero, we must first 
compute the associated potential u,, the solution in H~(f~) of 

- divAVu. = div(I - A)s . .  (45) 

Studying the asymptotic behavior of the solution of u, (45) is again a problem of 
homogenization. Then, it is a classical matter to prove (for example, by using 
two-scale convergence) that 

u.(x)  - 1 - cq n - 1  ~ (nx )  + r .(x) ,  
cq 

where r. is a remainder term which converges strongly to zero in H 1 (f~). Thus, 

Ss.  - 2so = (A - I ) Y r . ,  

which proves the desired result. 

Proposition 2.3.4. Let  2 be such that the matrix B(2) is either positive-definite, or 
negative-definite. Then, 2 does not belong to a(S). 

Proof. It is easily seen from (44) that the potential u must be zero. Then, from (43) 
we deduce that s is also zero. Thus 2 is not an eigenvalue of S. To show that 2 does 
not even belong to the essential spectrum of S, we try to get a contradiction from 
Weyl's criterion. Assume that there exists a normalized sequence sn e LZ(f2) n such 
that 

s. ......... 0 weakly, r.  = Ss .  - 2sn --* 0 strongly. 

From the homogenized equation we get 

- divB(2) Vu. = - div(I - A) (A  + (2 - O ) l ) - l r . .  
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From standard regularity results for this elliptic equation, we infer that u, is 
compact in H 1 (f~), which is in contradiction with the fact that s, cannot converge 
strongly, since 

s .  = ( A  + (4 - o ) I ) -  ~((A - X ) V u .  - r . ) .  

Proposition 2.3.5. Let 2 be such that B(2) has neither a zero nor an infinite eigen- 
values, but has simultaneously positive and negative eigenvalues. Then, 2 belongs to 
the essential spectrum of S. 

Proof. In this case, the spectral equation (44) is hyperbolic: we do not know if it has 
a solution in general. (For some special choices off~ and B, one can show that there 
exist an infinite number of solutions.) Thus, we do not try to prove that 2 is an 
eigenvalue; rather, we again apply Weyl's criterion to a suitably chosen sequence 
sn ~ L2(~) ~. We assume that the matrix B(2) has two non-zero eigenvalues/3~ and 
_/~z  such that fll and fin are positive reals. Let us consider in the rectangular cell 
Z = (0, ill) x (0, 1) x • - • x (0, 1) x (0, fiN) the hyperbolic equation 

- divy(B(2)Vyw) = 0 in Z, 
(46) 

y --* w(y) is Z-periodic. 

As is well known, (46) has infinitely many solutions. From among them, we choose 

w(y) = q~+(fll-ly 1 + flNlyN) + ~ - ( f i l - l y  1 -- flNiYN) 
where q~ + and q~_ are two 1-periodic functions of a single real variable. Then, from 
(43) we define s, by 

s,(x) = (A + (2 - O)I)- I(A - I )V(n-aw(nx) ) .  

It is not difficult to check that s, converges weakly to zero in L2(~)  N, while its norm 
is uniformly bounded away from zero. As in Proposition 2.3.3, we must compute 
the associated potential u, to show that S s , -  2s, converges strongly to zero. 
A standard homogenization result implies that 

u . ( x )  = n l w ( n x )  + r.(x), 

where r, is a remainder term which converges strongly to zero in H a (f2). Thus, we 
have 

Ss, - 2s, = (A - I)Vr,,  

which proves the desired result. 

To conclude this section, it remains to prove Proposition 2.1.11 on the point- 
wise convergence of the spectra of a sequence of strongly convergent operators. 

Proof of Proposition 2.1.11. Let 2 ~ a(S), and assume that 2 is not the limit of any 
sequences of eigenvalues of St. This means that there exists a positive constant 
6 > 0 such that 
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for sufficiently small e and for any eigenvalue 2~ e a(S~). Obviously this implies that 

II ~ s  - ,~s llL~(~)~ => 6 (47) 

for any function s(x) e L2(f~) N. Since the convergence of S~ to S is strong, one can 
pass to the limit in (47) and obtain 

for any function s(x), which contradicts the fact that 2 belongs to the spectrum of S. 
Thus, 2 is attained as a limit of a sequence 2~ ~ a(S~). 

To complete the proof of Proposition 2.1.11, it remains to show that if 
a sequence ofeigenvalues 2, converges to a limit 2 outside a(S), then any associated 
sequence of eigenvectors st(x) converges to zero weakly in L2(~) "~. The spectral 
equation is 

g~s~ : 2,st. (48) 

Thanks to the strong convergence of ~ ,  we can pass to the limit (up to a subse- 
quence) in (48), and denoting by s the weak limit of the sequence st we obtain 

Ss = 2s. 

Since 2 does not belong to o-(S), this necessarily implies that the limit s is equal to 
zero. 

3. Bloch-wave homogenization: a coupled macro-microscopic limit operator 

3.1. Motivation and discrete Bloch waves 

As we already discussed at the end of Section 2.1, the convergence analysis of 
the operator S~ in L2(~) N is not entirely satisfactory. Indeed we proved the 
convergence of the spectral family of S~ to that of the limit operator S, which only 
gives a very weak convergence of the corresponding spectra. We recall that any 
element of the spectrum of S is attained by a sequence of eigenvalues of S~ as e goes 
to zero. However, it may happen that some sequence of eigenvalues of St converges 
to a limit which does not belong to the spectrum of S. In this case, by virtue of 
Proposition 2.1.11, the corresponding sequence of normalized eigenvectors con- 
verges weakly to zero in L2(~) N. 

This indicates that the above lack of continuity of the spectrum of g~ as e goes to 
zero is due to the particular choice of ;~ as an extension of the finite-dimensional 
operator S~. Recall that St was originally defined on IR N"(t), which was embedded in 
LZ(f~) N to define its extension g~ on a fixed Hilbert space independent of e. 
Although "natural", this choice of L 2 (f~)N is somewhat arbitrary, and is actually the 
cause of our troubles. In other words, we can select a different extension of S~ and 
a different reference space in which IR N"(~) is embedded that yield a different limit 
operator having a much larger spectrum. Of course, the question is how to find 
such an extension. In our quest we should be guided by the fact that the eigenvalues 
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of g~ which "escape" from the spectrum of S correspond to eigenvectors which 
converge weakly to zero in L2(f~) ~. Thus, our new choice of extension should 
"capture" the oscillations contained in these weak convergences. In particular, 
eigenvectors of ~ have a tendency to oscillate on the scale e of the periodic 
arrangement of the tubes. A natural candidate for the reference space is that of 
periodically oscillating functions (p(x, x/e), where (p(x, y) is periodic in y for all x in 
f~. 

From a physical point of view it is also clear that the macroscopic limit 
operator S cannot contain all the limit eigenfrequencies of S~. As mentioned in 
Remark 2.1.6, the spectrum of S includes only those frequencies corresponding to 
a macroscopic displacement of the tubes. More precisely, the smoothness of the 
associated eigenvectors (which belong to L2(f~) N) implies that neighboring tubes 
have similar displacements. In particular, this does not take into account the 
physically reasonable situation where two adjacent tubes vibrate with opposite 
phases (their displacements take opposite values). This phenomenon suggests that 
we consider a period containing a bundle of tubes having uncorrelated vibrations 
rather than a single tube as we did in Section 2. 

Having this in mind, we now regard the fluid domain f~, defined in Section 1.2, 
as a periodic domain with a new period eK corresponding to a new reference cell 
K Y = (0; K) N. (Here K is a given positive integer.) In the reference cell K Y there are 
K N tubes (T~)o s Jz ~c-1 indexed by a multi-integer j = (jl  . . . . .  iN), where each 
component belongs to { 0 , 1 , . . . ,  K -- 1}. To each tube Tj in the periodic reference 
cell KY, we associate the subcell I/) and the fluid subcell Y* = Yj\Tj analogous to 
Y and Y* respectively (see Figure 3). 

The main idea of this new framework is to attach to each tube Tj in the 
reference cell K Y  a different displacement function sj(x). This procedure allows us 
to extend the original finite-dimensional operator S~ to an operator S~ acting on 
[L2(fl)N]/~ (instead of LZ(f~) N for ~). We emphasize that the family %(x))0 ~ j s K- 
is equivalent to a single oscillating displacement s(x,y)E L2(f~ x KY) N which is 

2 - -  

Jl 
I 
I 

I 
f 

• • • • • 6 • 

• • • • • • • 

• • • • • y • 
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J 

K 
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YJ,.Jz 

K 

Fig. 3. Reference cell KY composed of K x K subcells (Yh d2)0 _-< ~1-< K-1 (in 2 dimensions) 
O < J 2 ~ K - 1  
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constant and equal to sj(x) in each subcell Yj. (In other words, the space 
[LZ(~)N] KN is isomorphic to the subspace of L2(~ × KY)  N consisting of piecewise 
constant functions in y.) Thus, according to our intuition, the new operator S~ 
should capture in the limit more oscillating eigenvectors than g~. 

To give a precise definition of this operator Sf,  we have to introduce, as in 
Section 2.1, two linear maps, P~ and E~: linking [L2(~Q)N-] KN and IR N"(~) such that 
Sf = ErL~ ~-~PK. To do so, we first introduce some notations connecting the two 
indices p (indexing constant vectors in IR N"(~) and j (indexing vector functions in 

Definition 3.1.1. Let j  = (Jl . . . . .  iN) be the multi-integer which enumerates all the 
tubes in the periodic reference cell K Y, Each component of j belongs to 
{0, 1 . . . . .  K - 1}, and we use the notation 0 < j  < K -- i to indicate its range. Let 
P = (Pl . . . . .  PN } be the multi-integer which enumerates all the tubes in ~ (see (3)). 
We do not precisely describe the range of each of its components, and for simplicity 
the range of p is denoted by 1 < p < n(e). We define a third multi-integer 
l = (11 . . . .  , lN) which enumerates all the periodic reference cells e(KY) in ~ .  For 
simplicity its range is denoted by 1 < l <_ n~(e). These three indexes are assumed to 
be related by the one-to-one map 

Ira= \ K  f jm= p m -  Ktm V m =  l . . . .  , N  (49) 

where E( ' )  denotes the integer-part function. 

The projection operator P~, which maps [L2(~)N] KN onto IR N"(~), associates 
with any family of functions (si(x))ozjzr_ 1 a collection of constant vectors 
(Sp)o z p z ,(~), each of them obtained by simply taking the average of s~(x) on the cell 
e(KY)z, where p is related to (l, j) through Definition 3.1.1. More precisely, we have 

Pf:  [L2(O)N] "~ - .  ~.N.(~), 

where 

1 
- s j ( x )  d x  

sl Ia(.KY)zl ~(~r), 

with p related to (l, j) by formula (49). 
On the other hand, the extension operator E~ is defined by 

El :  IR N"(~) ~ [LE(fl)N] KN, 

where 

(50) 

(51) 

(52) 

sj(x) = ~ z¢(KY)z(x)sp (53) 
1 
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since p is related to (t, j)  by formuia (49), and where, by convention, Sp is taken equal 
to zero if, near the boundary of fl, some values of I and j yield an index p which 
corresponds to a subcell containing no tube (or outside the domain f~). 

Then, Sff is defined by the composition rule 

sf: [L2(n)N] [L2(n)N]K , 
(54) 

--+ K K (Sj)o<=j<=K-1 E~ S~P~ (Sj)o<_j<__K-1 

where S, is the original operator defined by (8) on IR N'~). 

One can easily check that the adjoint operator of P~, denoted by (P~)*, is 
nothing but (eK)-NE~, and that P~E~ is equal to the identity in IR N"~). Therefore, 
S~ is also setf-adjoint and its spectrum is just the same as that of &, except for the 
eigenvalue 0, which is again an eigenvalue of infinite multiplicity. It is also worth 
noting that our old extended operator ~ is nothing but S~ with K = 1. 

The convergence analysis of this sequence of extensions S~ is amenable to the 
two-scale convergence method by appropriately choosing eK Y as the period of the 
oscillating test functions. It turns out that the corresponding limit operator S K has 
a quite complicated form since it mixes all the variables sj(x). However, S ~; can be 
diagonalized, and thus considerably simplified, by introducing the so-called Bloch- 
wave decomposition of the family (S~)o _ j z K- ~. Our main results will be presented 
with this diagonal form of S ~ (each diagonal term being an operator from L2(f2) N 
into itself). We call this blend of the two-scale convergence method and the 
Bloch-wave analysis a Bloch-wave homogenization procedure. 

For the sake of completeness, we conclude this section by recalling the ad hoc 
discrete version of the Bloch-wave decomposition we shall use in the sequel (we call 
it discrete in contrast with the usual continuous Bloch-wave decomposition of 
functions in L2(IRN); see [7, 14, 24, 39]). Such a decomposition was already intro- 
duced for the same problem in a different context in [1]. With each family 
(sj)o _< j =< ~- 1 e (tEN)K~, we associate a KY-periodic function, constant and equal to 
sj in each subcell Yj. In other words, denoting by )~rj(Y) the characteristic function 
of Yj, we consider the function 

K - 1  

s(y) = ~ sjzr,(y) V y e K Y .  
j=O 

The Bloch-wave decomposition of s(y) is given by 

Lemma 3.1.2. There exists a unique family of constant vectors (tj)o z J z K-1 in tE N 
such that 

K--1 j 
s(y) = ~ tie 2~i°~'E(y} V y  ~ K Y  with 0j = - -  (55) 

j=o K 

where E(" ) denotes the integer-part function. Moreover, Parseval' s identity holds: 

1 1 ~ - 1  ~:-1 
Kr "(  ts(Y)i2 dy = ~ 2=o_ Is'j2 = j=o2 tt, t 2" (56) dN 
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Let ~ (for Bloch decomposition) denote the linear map which gives KN/2(tj) in terms 
of(sj). The map ~ defines an isometry on (II2N) ~ .  In particular, the adjoint ~*  of N is 
simply ~ -  ~. 

Proof. For  each j = 0 , . . . ,  K - 1, let us define tj by 

1 K - 1  

tj =-KN ~ sJ 'e-2~ij'°j" (57) 
j = O  

It suffices now to check that (55) holds with this definition of t /  

1 K - 1  K - 1  K - 1  / 1 K - 1  
K N E E sJ 'e2~i°~''E'', J"= Y', sj, ~ - ~  Y" e 2~i°~'~E'')-J') 

j=O j'=O j'=O j=O 
(58) 

If E(y) = j', the expression in parentheses on the right-hand side of (58) is equal 
to 1. If E(y) +j', it is equal to 0, thanks to a well-known property of the K-th roots 
of 1 in the complex plane (see [-1] for details). Thus, this term is equal to XYy(Y), 
which proves (55). The proof of (56) is similar, so we omit it. 

The net effect of the discrete Bloch-wave decomposition is to allow us to work 
with the family of frequencies (tj)o __< j __< r -  1 instead of the family of displacements 
(Sj)o _<j_<K 1. In the next section, we shall see that the operator T r =  NSt~N *, 
defined on [L2(f~)N] ~', is diagonal, i.e., r r(tj) = (r~t~), where each component 
TJ ~ is an operator on L2(g)) N. Thus, in the present context, it is easier to work with 
frequencies than displacements. Note that, as usual, the above Bloch-wave de- 
composition holds for families of complex-valued vectors. Even if the original 
family (s j) is real, its image (tj) under N is complex. Therefore, in the sequel we shall 
sometimes need to consider complex-valued functions. To simplify the exposition, 
we shall use the same notations for the usual Sobolev spaces considered as vector 
spaces of complex-valued, or real-valued, functions, according to the context. As 
usual, if u is any complex number, then by vi we mean the conjugate of u. 

3.2. Main results 

Since S~ has been introduced, we can now study its asymptotic behavior as 
goes to zero. In Section 3.3 we shall prove the following generalization of 

Theorem 2.1.1. 

Theorem 3.2.1. For each fixed K ~ N*, the sequence S~ converges strongly to a limit 
S x~ in [-LZ(f~)N] KN, i.e.,Jbr any family (sj(x))o <=j<=r-~, 

S~(sj) -~ S~(sj) in [L2(f~)N] KN strongly. (59) 

By using the Bloch-wave decomposition operator ~ defined in Lemma 3.1.2, the limit 
operator S r can be diagonalized, i.e., 

S K = gJ*TrN, with T K = diag[(TJ~)o=<j~K_l] (60) 
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where the entries T~ are self-adjoint continuous operators in L2(~) N, defined by 

Tff t  = f (A - I) Vu -- (A -- OI)t 
(AJt  

/ f j  = 0, (6a) 
~j#0,  

where A is the usual homogenized matrix (defined by (15)), 0 = IY*I the volume 
fraction of fluid, u the unique solution of the usual homogenized problem 

- div(AVu) = div((I - A)t)  in f2, 

u = 0 on ~D, 
(62) 

and A J the Bloch-homogenized matrix with components (A~ , ) I  <= ,~,~, <= N defined by 

.4~,~, = ~ Vw~(y). Vv~,(y) dy (63) 
y* 

where (w~)l ~ ,, <_ N are solutions of the so-called celt problem at the Bloch frequency 
Oj = (j/K): 

-Aw~=O in Y*, 

(Vw~ -- e~) 'n  = 0 on 6T, (64) 

y ~ e -2~ i ° fYwJ~(y )  is Y*-periodic. 

Remark 3.2.2, Observe that the component To ~ of T K is nothing but the macro- 
scopic limit operator S defined in Section 2. The other components of T K are 
simple linear multiplication operators that represent the microscopic limit behav- 
ior of the sequence Sf, Note also that the homogenized problem (62) is independent 
of K, so that the macroscopic fluid potential u is also independent of K. 

Remark 3.2.3. A function w(y) satisfying the periodicity condition of the cell 
problem (64) is said to be (e zÈi°j, Y*)-periodic; its properties have been extensively 
studied in [1, 12]. We briefly recall their basic results. This class of functions can 
equivalently be characterized by the (generalized) periodicity condition 

w(y +j ' )  = eZ~iJ"°Jw(y) V y  ~ Y*, Vj' E 2g N. 

The subspace of Hloo(tR N) consisting of such (e 2~i°j, Y*)-periodic functions is 
a Hilbert space for the usual inner product in H I ( Y  *) (see Theorem 2.1 of [I]). We 

r r l  z 2TciOj denote it by n ~ t e  , Y*). Then, the cell problem (64) is well-posed in this space 
H I  ( 2rciOj #re , Y*) if j  + 0, and in the quotient space [H~(Y*) /C]  if j  = 0 (see Lemma 
3.1 [1-1). 

Let us now describe the spectrum a(S ~:) of S r. Since the Bloch-wave decomposi- 
tion operator ~ is an isometry on ¢~N, the spectrum of S t~ is exactly that of T K, 
which is a diagonal operator whose diagonal entries (Tf)o < j<K- i  are linear, 
self-adjoint, continuous operators in L2(['~) N. Therefore its spectrum is nothing else 
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than the union of the spectra of the operators T] ~ for j = 0 . . . .  , K - 1, i.e., 

a(S K) = a(S) w U °'(TJ~) • (65) 
t 4 0  

Recall that To K is equal to S, which has a purely essential spectrum (see Theorems 
2.1.4 and 2.1.5). I f j  ~a 0, T] ~ is simply the multiplication operator by the Bloch- 
homogenized matrix A j defined by (63). The description of a(TJ ~) follows easily 
from the definition (63) of A t. 

Proposition 3.2.4. For each fixed j ~ O, 0 < j < K - 1, the Bloch-homogenized 
matrix A t is H ermitian and positive definite. Thus, the operator T fl defined on L 2 (f2 ) ~ 
by (61) is self-adjoint and nonnegative, and its spectrum coincides with the eigenvalues 
of A ~. All the elements of a(T~:) are eigenvalues of infinite multiplicity, and T~: is 
therefore non-compact. 

Collecting the above results concerning the spectra of the components TJ ~, we 
deduce that S K is a non-compact, self-adjoint operator whose spectrum is purely 
essential. Since T ~ is diagonal, it is very easy to compute its spectral family in terms 
of the spectral families of its components. Indeed, if ~ f ( 2 )  denotes the spectral 
family of T K and gr(2) denotes that of S K, then, for any (St)o =< t _< K- 1 ~ [L2(~)N] K~, 
NK(2) is simply given by 

gr(A)(si) = N* d i a g [ ~ ( 2 ) ]  ~(s~). 

Recall that for the isotropic case (i.e., A = eI) we were able to obtain an explicit 
formula for ~or(2) (see (17)). In order to describe Yf(2)  for j  + 0, let us denote by 
0 < )~ < • • - __< )~.~ the eigenvalues, and by (e~)l _<,, < u the corresponding eigen- 
vectors of the Bloch-homogenized matrix A t. The spectral family :~:(2) (for j 4= 0) 
is defined by 

~ ( ~ ) t ( x )  = Z (t(x)" eJ)eJm. 

As in Section 2, we can deduce from the strong convergence of Sff to S K the 
convergence of the spectral family of Sf  to that of S K. We are again in a non- 
standard situation where neither Sff nor its resolvent converges uniformly to their 
limits. Thus, we cannot expect pointwise convergence of the eigenvalues and we 
must content ourselves with the following result, which is an immediate conse- 
quence of Rellich's Theorem. 

Theorem 3.2.5. Let Sff and S ~: be the operators on [L2(f~)N] K" defined by (54) and 
(60) respectively. For all 2 ~ IR such that 2 is not an eigenvalue of' S K, the spectral 
family doff(2) of S~ converges strongly to that orS K in ~he following sense: For each 
(St)o ~ j ~ - i  e EL2(~)~] ~,  

g~(2)(sj) ---, gK(2)(Sj) in [L2(f~)Nl K~ strongly as s ~ O. 
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Since the main goal of this paper is to study the pointwise convergence of the 
spectrum a(S~)= o-(S~)\{0}, we can infer some partial results from the strong 
convergence of the sequence Sf, as we did in Section 2. More precisely, we define 
the limit set a~ of o-(S~) as the set of all cluster points of sequences 2~ of eigenvalues 
of S~, i.e., 

o'~o = {2 ~ IR such that, up to a subsequence, ~2~ ~ a(S~), 2~ ~ 2}. (66) 

In other words, o~o is nothing but the/"-limit of the sequence a(S~) in IR (in the sense 
of the F-convergence of DE G~ORG~ [13]). Then, by application of Proposi- 
tion 2.1.11 we have 

a(S K) c a~, (67) 

but the inclusion is generically strict. Note that, by virtue of (65), the spectrum of 
the macroscopic limit operator S is included in the spectrum of the "macro- 
microscopic" limit operator S t~. Thus, the above results improve on those obtained 
in Section 2. Of course, we have the liberty of choosing any K e N*, and by varying 
the cell size K we obtain a wealth of information on a~. Indeed, as K goes to 
infinity, the Bloch frequencies 0 s = (j /K) become dense in ]0, 1[ N. It is then natural 
to introduce a continuous vector parameter 0 ~ IR N, and to see if we can define 
a "Bloch-homogenized matrix" function A(O) which coincides with the previous 
matrices A s for 0 = 0 s, and whose entries (A(O)mm,)a <= m,m'< U are defined by 

Amm,(O) = S Vw°(Y)" Vw°'(Y) dy (683 
y* 

where 0 (Wm)l _< m < N are the unique solutions of the following cell problems at the 
Bloch frequency 0: 

- A w  ° = 0 o n  Y * ,  

(Vw°m - era)" n = 0 on 6T, (69) 

y ~ e-2'~i°Yw°(y) is Y*-periodic. 

As for the discrete case, any function satisfying the above periodicity condition is 
said to be (e 2"I°, Y*)-periodic, and the space of all functions of H~oo(IR N) which are 
(e z~°, Y*)-periodic is a Hilbert space, denoted by H 1 ¢e 2'~° et ,Y*) for the inner 
product in Hi(Y*))  (see [1] for the details). Furthermore, problem (69) is well- 
posed in "~ " 2~0 Mete , Y*) for 0 + 0, and in [H~(Y*) /C]  for 0 = 0. In Section 3.4 we 
shall prove 

Proposition 3.2.6. For any value of O, the Bloch-homogenized matrix A ( O ) defined by 
(68) is Hermitian and positive-definite. Furthermore, as a function of O, it is a [0, 1] N- 
periodic, bounded function which is continuous in ]0, 1[ N, but discontinuous at the 
origin 0 = O. 

Since the main properties of the Bloch matrices have been established, we can 
now introduce a continuous family T(O) of multiplication operators by these 
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matrices acting on L2(~) N. More precisely, for each 0 in ]0, 1[ N, we define T(O) by 

T(O)t = A(O)t V t6  LZ(f~) N. 

From Proposition 3.2.6 and the very definition of T(O), it follows that T(O) is 
self-adjoint and non-compact and that its spectrum coincides with the N real 
positive eigenvalues of A(O) that we denote by 

0 < ;~(0) <= 2z(O) <='" <= 2~(0), 

where each eigenvalue is repeated as many times as its multiplicity. Since A(O) is 
continuous in 0, each eigenvalue 2,"(0) is also a continuous function of 0 on 10, 1 [,N 
(see, e.g., [,18], or, in the present situation, Chapter III in [,111). 

Corollary 3.2.7. For each m = 1 . . . .  , N, the function 2,.(0) is continuous on 10, 1[, N, 
and bounded on [0, 1] N. Thus, the closure of the images of 10, 1[, N under the maps 
2,.(') are connected, closed bounded intervals in ]0; + oe[ denoted by 

[am, bin1 =2,"(]0,1[~'), m =  1 . . . . .  N, 

where the bar denotes the closure in IR and where 

a ,"= inf 2,"(0), b ,"= sup 2,,(0). 
0e l0 ,  1[ ~ 0e l0 ,  1[ N 

Remark 3.2.8. A detailed study of the behavior of A(O) at the origin will be 
provided by Proposition 3.4.4. In particular, although A(O) is not continuous at 
zero, we shall prove that all the eigenvalues of A(0) are actually included in the 
so-called Bloch spectrum ~)~ = 1 ['am, bin1 (see Remark 3.4.5). For the moment, let us 
simply point out that, for the Bloch frequency 0 = 0, the cell problem involves the 
usual periodicity condition, and problems (69) and (16) coincide. Comparing the 
definitions (15) of A and (68) of A (0), we easily check that A (0) = [Y*II - A. Thus, 
all the eigenvalues of A(0) are also eigenvalues of S, but some of S are not in a(A (0)). 
For  example, in the isotropic case A = eI (see Lemma 2.1.3), S has two eigenvalues: 
I Y* I -- ~, which is also the unique eigenvalue of A(0), and I Y*t + (1 - 2~)/~ which 
is specific to S. We remark in passing that, if the cubic symmetry of Y * implies that 
A(0) and A are multiples of the identity, then in general this is not true any longer 
for A(O) with 0 # 0. 

It is now clear by the very construction of the operator T(O) that, for all K > 1 
and for allj  #: 0, 0 < j < K - 1, the spectrum a(T~) of thej-th component of T K is 
contained in the union of all the intervals [,am, bml, and by continuity, the closure of 
the union of all the spectra of the limit operators T] ~, as K goes to infinity, is 
nothing else than the Bloch spectrum U~= 1 [-a,", b,"l. Of course, since the F-limit 
sets are closed, we deduce from (67) that 

lim a ( s K ) = ( G ( S ) u ~  [a,",b,"l) c a~. (70) 
K~+o~  m = l  
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The question is now to see whether equality in (70) is achieved, which would 
imply that our limiting procedure recovers the whole limit spectrum in the limit 
when K goes to infinity. In other words, we seek a characterization of o%, i.e., 
a so-called completeness result. However, there is another potential source of limit 
spectrum which is not taken into account by our analysis, namely, that of eigenvec- 
tors oscillating on the e-scale while concentrating near the boundary Qf~. The 
reason for expecting such a boundary-layer spectrum is the following. We know 
from Remarks 2.1.12 and 3.2.13 that the Bloch spectrum can also be obtained by 
rescaling the original e-network of tubes to size 1. Then, the boundary goes to 
infinity, and the limit domain is an infinite periodic arrangement of unit tubes (see 
[12]). The point is that it is also possible to center this rescaling procedure on some 
part of the boundary (rather than strictly inside the domain). In this case the limit 
domain is easily seen to be a half space filled with a periodic arrangement of tubes. 
It turns out that there actually exist sequences of eigenvectors concentrating on 0~. 
To account for this situation, we introduce O'boundary , the subset of O-~ corresponding 
to this boundary-layer spectrum, defined by 

0"boundary = {2 C IR/~(~,e,se) such that S,s~ = 2,s~,2e ~ 2, 

I]s~IIL~¢~) = 1, Vo~ with (5 ~ f~, Ils~llL~(o~)~0}. (71) 

The main result of this paper states that, apart from this boundary-layer spectrum, 
the Btoch-wave homogenization method recovers all the limit spectrum. 

Theorem 3.2,9. The limit set of the spectrum of the operator St is precisely made of 
three parts: the homogenized, the Bloch, and the boundary-layer spectrum, i.e., 

N 
lima(St) = O-~ = O-(S)u U [am'bm]k')o-boundary" 

m = l  

The proof of Theorem 3.2.9 is quite delicate and is the focus of Section 3.4. It 
involves two key ingredients. First, a careful analysis of the partial continuity of the 
matrix A(O) near 0 is made (this is crucial for studying the asymptotic behavior of 
eigenvectors which oscillate on an intermediate length scale between e and 1; see 
Proposition 3.4.4). Second, for any sequence of eigenvectors, we introduce two 
successive measures which quantify its amplitude and direction of oscillations. The 
first so-called Bloch measure selects only those oscillations having a length scale of 
order ~, and decomposes them into Bloch frequencies. It can be seen as an ad hoc 
version of the well-known Wigner, or semi-classical, measure (see [16] and [20]). 
The second so-called rescaled Bloch measure keeps track of all oscillations having 
a length scale much larger than e, but still smaller than 1, and sorts them out 
according to their individual directions. This last type of measure is very similar, 
although specific to our context, to the recently introduced H-measures of 
P. GI~RARD [15] and L. TARTAR [37]. 

Remark 3.2.10. Theorem 3.2.9 is optimal in the sense that, in general, the bound- 
ary-layer spectrum O'boundary is neither empty, nor included in a(S) w U~ = 1 [a,,, bin]. 
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The study of abounda,y, which is the focus of our next paper [3], is a highly 
non-trivial problem. For a general domain f~ (with a smooth boundary not 
necessarily aligned with the periodic structure), we are unable to characterize 
O'boundary. We suspect its definition depends on the possible subsequence of periods 

(a fact which is reminiscent of a recent work of F. SANTOSA & M. VOGELIUS [34]). 
However, when the domain is exactly made of a finite number of entire periodic 
cells, we shall characterize 0"bounaary completely and prove that it is not included in 
the homogenized and Bloch parts of the limit spectrum (see [3]). By introducing 
a notion of two-scale convergence for boundary layers, we are able to adapt our 
Bloch-wave homogenization method in order to obtain a limit problem in a half 
space filled with a periodic arrangement of tubes. 

Of course, if the domain f~ is a torus, there is no boundary, and thus no 
contribution of boundary layers in the limit spectrum! In this case, Theorem 3.2.9 
can be further improved: 

Corollary 3.2.11. Let f~ be a parallelepiped, ]0, La [ x ]0, L 2 [  x • • • ] 0 ,  LN [, where 
the (Lm)a < m <_ N are positive integers. Define the sequence of'periods e, = 1In. Assume 
that the unit tube in the periodic cell has cubic symmetry, or replace the Dirichlet 
boundary condition in the spectral problem (1) by a periodicity condition. Then, the 
limit spectrum reduces to 

N 

a~ = a(S )u  U Jam, bin]. 

Remark 3.2.12. Theorem 3.2.9 is a completeness result since it gives a decomposi- 
tion of the limit spectrum into three parts: the homogenized or macroscopic 
spectrum or(S), the Bloch or microscopic spectrum N U,.= 1 [am, b,~], and the bound- 
ary-layer spectrum abounaarr. From the point of view of "physical" intuition, this 
result is a little surprising because it excludes a "potential" part of the limit 
spectrum corresponding to mesoscopic oscillations (which are intermediate be- 
tween microscopic and macroscopic oscillations). To explain this, note that o-(S) 
corresponds to macroscopic eigenvectors, while the Bloch spectrum is obtained for 
e-microscopic eigenvectors. One might wonder if some eigenvectors oscillating on 

an intermediate scale (such as x/~) would produce different limit eigenvalues. It 
turns out that this mesoscopic case is simply a limiting case of the Bloch-wave 
analysis when the number of subcells K goes to infinity. In other words, the 
mesoscopic spectrum is already included in the Bloch spectrum. (The proof of this 
fact involves a careful analysis of the behavior of the matrix A(O) near zero; see 
Proposition 3.4.4 and step 4 in the proof of Theorem 3.2.9.) 

Remark 3.2.13. We feel that it is now appropriate to say a few words about the 
previous results obtained by C. CONCA & M. NANNINATttAN in [12]. In Remark 
2.1.12 we recalled that they studied the same probIem as ours, but rescaled by 
a factor ~- 1 (this means that the tube size is fixed while the domain boundary goes 
to infinity, see (18)). By using a standard Bloch-decomposition method in an infinite 
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domain, they only partially recover the limit spectrum. It turns out that they 
proved that 

N 

Our approach improves on theirs in two different respects: First, we give a more 
explicit characterization of the limit spectrum (see in particular Remark 3.4.5), and 
second we obtain the complete limit spectrum. 

Remark3.2.14. Theorem 3.2.9 can be interpreted as a F-convergence type result for 
the spectrum of S~. Let us briefly explain why. For example, take the maximum 
eigenvalue 2~(Nn(e)) of S~ (our argument works essentially in the same way for the 
minimum eigenvalue). It has the characterization 

2~(Nn(e)) = max e-N y~;~)l (~r~un) 2 (72) 
,~Hg(n) ~n~ [Vu[ z 

This maximization problem is easily seen to have at least one solution, since the 
embedding of H~(f~) in L2(~) is compact, and any such solution satisfies the 
original spectral equation (7) with the maximal eigenvalue 2~(Nn(e)). As ~ goes to 
zero, one can study the F-convergence of the variational problem (72). By adapting 
the ideas of [8] and [21], we can prove that the F-limit of (72) is simply 

2~,x = sup sup ~nY~o=<j__<K-1 (~Tj (Vxu + Vyul) dy) z dx (73) 
K~ a .... ~n ~Y lV~u + V,u~12 dxdy, 

with 

u(x) e HA(n), ul(x, y) E L2(n; I-I  (K 
This type of result is classical for the homogenization of periodic non-convex 
energies: It implies that the usual "local cell problem" is not necessarily posed in 
a single period Y, but rather in the union of an (a priori unknown) number of 
periods KY. Applying the Bloch-wave decomposition (see Lemma 3.1.2) in (73), we 
check that the value 2m,x of the supremum coincides with the maximum value of 
limK_~ +~ a(SK). Therefore, this F-convergence method allows us to study the 
pointwise convergence of the minimum and maximum eigenvalues of S~. However, 
we do not know if it can succeed for the intermediate eigenvalues (in this case we 
have to rely on the rain-max principle, whose asymptotic behavior is unclear). On 
the other hand, our Bloch-wave homogenization technique shows that any se- 
quence of intermediate eigenvalues converges to a limit which belongs either to 
limr_~ + o~ a(S K) or to the boundary-layer spectrum. In this sense, we can say that 
Theorem 3.2.9 is a F-convergence-type result. On the link between F-convergence 
and Bloch waves, related results have been obtained in [17]. 

Remark 3.2.15. Let us discuss some concrete consequences of our main results. 
Theorem 3.2.9 shows that the limit of the spectrum of S, always has a band 
structure. In the anisotropic case (i.e., when Y* does not have a cubic symmetry), 
there are, at least, two series of bands (which may well intersect): One is due to the 
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Bloch-wave or microscopic part of the limit operator, the other arises from the 
macroscopic part S (see Remark 2.1.6). In the isotropic case, the spectrum of S is 
simply made of two points, and some simplifications arise in the number of 
independent "Bloch-wave" bands (see Remark 3.4.5). However, in all cases it is 
useless to compute numerically all the eigenvalues of S~ (for small ~), since in the 
limit a(S~) is dense in a~,! Rather, it is preferable to compute the upper and lower 
bounds of these bands, which are amenable to simple computations in the unit cell Y. 

From a physical point of view, one is usually interested in the lowest reasonance 
frequency cox of the original vibration problem for a tubes bundle immersed in 
a fluid. Recall that we have rescaled the frequencies by 

k - mrs 2 
2~ -  ~upco2 . 

Thus, low frequencies correspond to large 2~. An interesting open problem is to see 
if the maximal value of a~ is attained in a(S) (i.e., corresponds to a macroscopic 
displacement of the tubes) or in the Bloch-wave microscopic part. (Note that it is 
never attained in the boundary-layer spectrum by virtue of Remark 3.2.14). In the 
latter case, another problem is to find the values of the Bloch frequency 0 for which 
the eigenvalue 2u(0) is maximal. The numerical computations in [1] suggest that, 
at least in the isotropic case in two dimensions, it is maximal when one of the 
components of 0 is equal to 0 and the other to 2- 

3.3. Convergence analysis 

This section is devoted to the proof of Theorem 3.2.1 on the strong convergence 
of the sequence Sf. This proof is very similar to that of Theorem 2.1.1, although 
a little more tedious since the reference cell K Y  contains K u tubes instead of 
a single one. It relies on the homogenization of the problem 

- Au~ = 0 in  ft~, 

tou~ Pf(s~) n o n F ~ f o r  l < p < n ( e ) ,  
ton = 

u~ = 0 on tort, 

(74) 

where the family of displacements (Sj)o =< j =< K- 1 belong to [L2(~)] KN. This problem 
has a unique solution u,: e Hi(ft,), which, by virtue of Lemma 2.2.3, satisfies the 
a priori estimate 

K - 1  

Ilu~l121(n) =< C ~' Ilsjllz2(a)N (75) 
j = o  

where the constant C does not depend on e. (As in Section 2, we use the same 
notation for a function in Ha(f~,) and its bounded extension in Hl(ft); see 
Lemma 2.2.2.) 

To homogenize problem (74), we again use the two-scale convergence method 
and we obtain 
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Proposition 3.3.1. The sequence u~ of solutions of(74) converges weakly in H~(~) to 
a limit u, and its gradient Vu, two-scale converges to a limit Vxu(x) + Vyul(x,y), 
where (u, u 1) is the unique solution in HI (~) × L 2 (~; H~ (K Y*)/IR) of the two-scale 
homogenized problem 

* O < = j < _ K - 1  

- A r u l ( x , y ) = O  i n ~ × K Y * ,  

u(x)  = 0 on c ~ ,  

Furthermore, 

divx sj in ~, 

(Vu(x) + V, uX(x,y) - s A x ) ) ' n  = 0 on ~ x  aTj ,  

y -* Ul (X,y)  i s  KY*-periodic. 

(76) 

1 ! ~ ]Gu(x) + Vyua(x,y)] 2 dxdy. lim j ]Vu~] 2 dx = - ~  KY* 
e ~0 ~ 

(77) 

The proof of Proposition 3.3.1 requires the following technical lemma. 

Lemma 3.3.2. Let (S~)o <=i <-K-1 be a family of bounded sequences in L2(~) N which 
converges weakly to a limit family (Sj)ozjzn-1. Then, the piecewise constant 
function E, pK(s~) ~ L2(~) u defined by 

( 1 j s,(x)dx)xy6(X), E~P~(s;)(x) = ~ [e(/(Y)z] ~(KY), 

where )~y¢j(x) is the characteristic function of the jth subcell of the periodic cell e(KY)t, 
two-scale converges to s(x,y)~ L2(fl × K Y) N defined by 

K - 1  

s(x,y) = Y sAx)zyj(y). 
j=O 

Moreover, if s~ converges strongly to sj in L2(~2)N for all j, then 

1 
ilpK(sff)(x ) 2 ~ i]~(n×ry)~. IIL~(~ ~ Ils(x,y) (78) 

Proof. Let ~p e @(~; C°~(KY) N) be given. We check the definition of two-scale 
convergence: 

n ~(KY)I Yl~ 

1 ~1  1 x 

Y~ 
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It is easily seen that for each fixedj the term between brackets converges strongly to 
~rj q~(x,y)dy. Thus we can pass to the limit and obtain 

1 K-1 
K--- ~ ~, !sj(x)" I q~(x,y)dy, 

j=o rj 

which is the desired result. In the case where s] converges strongly to s j, (78) can be 
proved similarly by replacing in the above computations the test function q~(x, x/s) 
by E,P~(s})(x). 

Proof of Proposition 3.3.1. By virtue of Proposition 2.2.1 there exists (u,u 1) in 
H01(O) x Le[f~; H~(KY)] such that (up to a subsequence) us and Vu~ two-scale 
converge to u(x) and Vu(x) + Vyul(x, y) respectively. Next, we multiply equation 
(74) by ~(x) + sq51(x, x/e) where q5 e ~(f2) and ~bl e .@ [~1; C~(Y)]. Integrating by 
parts in f~, we get 

f )~IX)vt, te'(V~(x) -}- Vy~I(x,X) -{- gVx~l(x,X)) dX 

= Y. (P~(sj))p" q~(x) + e(al x, nds , (79) 
p=l 

r~ 

where Z(Y) is the characteristic function of Y*. Applying Green's formula to the 
boundary integral on F~, we obtain (26) and, since E~Pf(sj) is piecewise constant, 
we can rewrite the right-hand side of (79) as 

By application of Lemma 3.3.2, E~P~(sj) two-scale converges, and passing to the 
limit in (80) yields 

1 K-~ £ I (Z(Y) -- 1) ~, sj(x)Zy:(y)'(V~p(x ) -Jr- Vyq~l(x,y))dxay. 
KY O<j<K-1 

On the other hand, the left-hand side of (79) passes easily to the limit using the 
definition of two-scale convergence. We obtain 

1 ~ 5  5 (Vu(x) + Vyu*(x,y))'(V4(x) + Vyc~l(x,y)) dy dx 
f~ KY* 

[ T l f  1 ( ~  !j ) = KNaa(a(xl2divxsj(x) dx + ~ !  sj(x)" 4a(x,y)nrds dx. (81) 
J 

We recognize in this identity the variational formulation for (u, u 1) in the space 
Ho* (f~) x L 2 [f~; H~ (K Y* )] of the two-scale homogenized problem (76). A standard 



238 G. ALLAIRE & C. CONCA 

application of the Lax-Milgram lemma shows existence and uniqueness of (u, u~), 
and hence the whole sequence u~ converges to its limit. 

To obtain the convergence (77), we multiply equation (74) by u~ to obtain 

(82) 

We can pass to the limit in the right-hand side of (82) since, by Lemma 3.3.2, 
K e E~P~ (s j) two-scale converges strongly (see Part 3 of Proposition 2.2.1). Thus 

lim ~ I Vu~I 2 dx = - - -  
e-+0 ~ 

1 o[ + V,u dx dy. 
O K T  ] 

Finally, using the homogenized variational formulation (81) yields the desired 
result. 

Proposition 3.3.1 yields implicitly the existence of a weak limit S K in [L2(f~)N] K~ 
of the sequence S~. Indeed, since S~ = E~S~P~ and (E~)* = (eK)NP~, we have 

(S~(s)), (s))) = K N Z uen ds • (P~(s2)), 
p = l  

where the brackets ( . , . )  indicate the standard inner product in [L2(f~)N] K~. 
Hence, from the energy identity (82), it follows that 

= K f IVu I 2 dx. (s3) 

Letting e go to zero in this identity, we see that Proposition 3.3.1 tells us that the 
limit of the right-hand side of (83) is a quadratic form in (s j). Therefore, S~ has 
a weak limit S ~: defined by 

(SK(sj), (sj)) = S "S IVxu(x) + Vyul(x,y)[ 2 dxdy,  (84) 
f2 KY* 

where (u(x), u 1 (x, y)) is the solution of (76) which depends linearly on (s j). Our next 
task is to show that the convergence of the sequence S~ is not merely weak but 
strong. 

Proposition 3.3.3. The sequence S~ converges strongly in [L2(O)N] ~;N to its limit S ~: 

defined by (84). 

Proof. Let (r}) be any sequence of families of functions that converges weakly to 
a family (rj) in [L2(f~)N] KN. We have to prove that 

lim (Sff(sj), (r})) = (St(s  j), (r j)). (85) 
e--*O 
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To this end, we introduce a function v~ defined as the unique solution in HI(~ , )  of 
problem (74) in which the right-hand side is precisely K P~ (rfio<=~<=K-1, i.e., 

- Av~ = 0 in f ~ ,  

(~Ve K e 3n Pc (1))'n on F v for 1 < p < n(e), (86) 

v~ = 0 on Of~. 

Multiplying the differential equation in (86) by u~ and integrating by parts in f~, we 
easily obtain 

K a = K N <st Vu - dx. (87) 

To prove the desired result, we have to pass to the limit in the right-hand side of 
(87). First, we need to homogenize problem (86). This is very similar to what we did 
in Proposition 3.3.1, except that here the right-hand side of (86) involves weakly 
converging sequences. For the sake of brevity, we simply sketch the main argu- 
ment. Multiplying the differential equation in (86) by a test function 
¢(x) + e~l (x, x/e.), and integrating by parts yields 

f~ 

where o(1) is a term which goes to zero as e, does. By application of Lemma 3.3.2, 
the piecewise constant function E~P~(r~)(x) two-scale converges to 
r(x, y) ~ L2(f~ x K Y )  N defined by 

K - 1  

r(x, y) = Z r (x) z j(y). 
j=O 

Thus, we can pass to the two-scale limit in (88), and it is easily seen that v~ and Vv~ 
two-scale converge towards v (x) and Vv (x) + Vy v 1 (x, y) respectively, where (v, v 1 ) is 
the unique solution in H~(f~) x L 2 [f~; H~ (K Y*)] of the same two-scale homogen- 
ized system (76) where the right-hand sides s t are replaced by r i. 

Now, to pass to the limit in (87), we use the strong two-scale convergence of Vu~ 
(see part 3 of Proposition 2.2.1), which is a consequence of the energy convergence 
(77). This yields 

1 
lira ~ Vu~.Vv~dx = ~  ~ (Vxu + Vyua)'(Vxv + Vyvt)dxdy. 
e ~ O  ~ ~ KY* 
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An easy integration by parts in the two-scale homogenized system (76) combined 
with the definition (84) shows that 

S (Vxu "~ V y u l ) ' ( g x v  @ gy/) l )  dx  d y  = ( s K ( $ j ) , ( r j ) ) ,  
gt KY* 

which is the desired result. 

To complete the proof of Theorem 3.2.1, it remains to give a definition of the 
limit operator S K more explicit than (84), by using the Bloch-wave decomposition 
operator g introduced in Lemma 3.1.2. Since the solution u 1 (x, y) of the two-scale 
homogenized problem (76) is KY*-periodic, it is natural to decompose it into its 
Bloch components (as we did for the family (s j)), and to try to reduce the 
homogenized problem (76) into K N sub-problems posed in Y*. To this end, we 
recall the following lemma on the "Bloch-wave" orthogonal decomposition of 
H~(KY*) (see Theorem 2.2 in [1]). 

Lemma 3.3.4. For any multi-index 0 < j < K - 1, let Hte(e 2~i°~, Y *) be the complex 
HiIbert subspace of H~(KY*) consisting of fimctions satisfying the so-called 
(e 2~i°j, Y* )-periodicity condition: 

i 
w(y+j')=eZ~iJ%w(y) V y e Y * ,  Vj'62g N withOj= ± 

K" 

They form an orthogonal decomposition of H~ (KY*) with respect to both inner 
products of L2(Ky *) and HI(KY*), i.e., 

H~(KY*) = (~  H~(e 2"'°j, Y*). 
O<=j<K-1 

Therefore, any function w(y)~ H~ (K Y * ) can be uniquely decomposed in 
K - 1  

w(y) = ~ wi(y)e 2~i°~'y, 
j=O 

with w~(y) ~ H~ (Y*) satisfying the ParsevaI identity 
1 K--1 

K--~ J" lw(Y)lZdY = ~ S [wj(y)12dY • (89) 
KY* j=O Y* 

Proof of Theorem 3.2.1. By Lemma 3.3.4, the solution ul(x,y) of the two-scale 
homogenized problem (76) can be written as 

K-1 
u 1 (x,y) = ~ uj(x,y) e 2Èi°;y (90) 

j=0 

where each Bloch component uj(x, y) belongs to LE(f~; H~ (Y*)). Furthermore, by 
Lemma 3.1.2, the right-hand side of (76) is 

K-1 K-1 
s(y) = Z sjzr~(Y)= ~ tie 2~i°:E(y). (91) 

j=o  j=o  
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Substituting (90) and (91) into (76) and identifying coefficients corresponding to the 
same Bloch frequency 0j (thanks to the orthogonality property of the Bloch-wave 
decomposition), we find that each uj is a solution of a boundary-value problem in 
Y* involving only tj. 

I f j  = 0, it is easily seen that Uo(X, y) satisfies a system of equations which also 
involves u(x). More precisely, (u, uo) is solution of the two-scale homogenized 
problem 

-- divx (j'r. (Vu(x) + Vyuo(x,y))dy)  = I TI  div~ to in f~, 

- Ayuo(x,y)  = 0 in f~x Y*, 

u(x)  = 0 on ~f~, (92) 

(Vu(x) + Vruo(x,y  ) - to(X)) 'n = 0 on f~ x ~?T, 

y ~ u°(x ,y)  is Y*-periodic. 

Observe that this problem is nothing but the usual two-scale homogenized prob- 
lem obtained in Section 2.2 (see problem (30)). We recall that its solution Uo(x,y) 
can be written in terms of Vu(x), to(X) and the solutions (win(y))1 <_,, <_ N of the usual 
cell problems (16) (see (31)). Eliminating the y variable in (92) shows that u is the 
unique solution of the homogenized problem (62). 

On the other hand, i f j  + 0, then the average of uje 2~i°/y on K Y *  is zero, 
yielding a zero contribution of uj in the first equation of (76). Therefore, the 
subproblem for uj reduces to 

Ay(uj(x,  y ) e  2~iO/y) = 0 in Y*, 

(V,(uj(x ,y)e  2~i°/') - t j (x) ) 'n  = 0 on 0T, (93) 

y ~ ui(x, y) is Y*-periodic. 

By linearity, the solution uj of (93) can be computed in terms of tj(x) and of the 
solutions (w~(y))1 < m <_ N of the cell problem (64) at the Bloch frequency 0 /  

N 

uj(x ,y)  = Z ( t j (x) 'em)w~(Y) e-2~'°/'" 
m = l  

This completes the characterization of the homogenized solution (u, u 1). 

We now use this information in order to diagonalize S :~. From Parseval identity 
(89), the characterization (84) of the limit operator S K becomes 

1 
K N (SK(sj)(sJ)) = ~ f tVxu(X) + Vyuo(x,y)t z d x d y  (94) 

Pz Y* 

+ ~ ~ j" IVyui(x,y)l 2 dxdy ,  (95) 
O ~ j ~ K - I , j + O ~  Y* 
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~ IV~u(x) + Vyuo(x,y)] 2 dxdy = ~ Sto(X)'to(X)dx, 
Y* 

~ I V~uj(x, y)l 2 dx dy = ~ AJtj(x) . t&) dx. 
Y* 

Since KN/2(tj) = N(sj), it is easy to conclude the proof of Theorem 3.2.1 by checking 
that S K = N*T~N, where T K is the diagonal operator defined by (61). 

3,4. Completeness of  the limit spectrum 

This section is devoted to the proof of the main result of this paper, namely, 
Theorem 3.2.9, which states the completeness of our analysis of the limit spectrum 
o-o~. It also contains the proof of several auxiliary results that are required in the 
course of the proof of Theorem 3.2.9. In particular, we prove the continuity of the 
matrix A(O) on ]0; 1[ u (Proposition 3.2.6), and study in great detail its behavior 
near 0 (Proposition 3.4.4). Recall that the entries of A(O) are defined by 

Amm,(O) = ~ Vw°(y) " V#°,(y) dy, 1 < m, m' <= N, (96) 
y* 

where (w°h <,, ~N are the unique solutions of the cell problems at the Bloch 
frequency 0: 

- A w  ° = 0 i n  Y * ,  

(Vw ° - em)'n = 0 on gT, (97) 

y --> e - Z r i ° Y w ° ( y )  is Y*-periodic. 

Problem (97) admits the following variational formulation in the complex 
Hilbert space H~ (e z'~i°, Y*) of H~oc(lR N) functions which satisfy the above so-called 
(e z~i°, Y*)-periodicity condition: 

Vw°(y) 'V~°(y)dy  = ~ e,,'nO°(s)ds Vc~°~H~(e 2~°, Y*). (98) 
Y* c~T 

Remark 3.4.1. it  is easily seen that adding any integer to any component of the 
parameter 0 does not change the (e 2~i°, Y*)-periodicity condition and thus the 
definition of the space ,,1 ~ 2~o n# te  , Y*). Consequently the matrix A(O) is [0; 1] N - 
periodic in 0. With no loss of generality, we can shift the domain of definition of 

! . ! tN  This has the advantage that now there is only one A(O) to the interval [ -  2, 2a • 
point of discontinuity of A(O), which is 0, inside its domain of definition. 

We begin by proving a Poincar6 inequality in H~ (e 2~i°, Y*). 
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Lemma 3.4.2. There exists a positive constant C such that 

C 

! . ! lN  and for any 4° ~H~(e  2~i°, Y*). for any non-zero 0 e [ -  ;, 2J , 

Proof. With no loss of generality we assume that the first component 01 of 0 is the 
largest one in absolute value. It is non-zero since 0 is different from 0. Let us prove 
the Poincar6 inequality for a function q5 belonging to H~(e 2~i°, Y). For any point 
y~  Y, 

1 

~b(y + ea) - q~(y) = e2='°~O(y) - ~(y)  = ay 1 (y -Jr ~el) dr. 

o 

By the Schwarz inequality and integration over the cell Y, one obtains 

1 ll¢llL:<~) < 

It is easily seen that the constant in this equation is bounded by C/[ 0 [. To obtain 
the same result in Y*, one needs to introduce some extension operator from 
H~ (e zÈi°, Y*) into H~ (e 2"i°, Y). It turns out that the usual extension operator from 
H I(Y*) into H~ (Y) (introduced in [9]) also works in the present context. We leave 
the details to the reader. 

To study the continuity of the matrix A(O), we need a result of [1] which, 
H ~ {e 2niO roughly speaking, means that the space # ~ , Y*) is continuous in O. For the 

sake of completeness, we briefly sketch its proof. 

1 lqN Lemma 3.4.3. Let O, be a sequence converging to a (possibly zero) limit 0 in [ -  ~, ~j . 
Then, for any ~°EH~(e2~i°,Y*), there exists a sequence 4°'~H~(e2~i°",Y*) 
such that ~o, converges strongly to ~o ° in H 1 (Y * ). Conversely, if c~ °o ~ H ~ (e 2~i°", y . )  
is a sequence which converges strongly to ~o in Hi (Y*) ,  then this limit ~o ° belongs to 
H~(e z~i°, Y*). 

H1 [e 2rciO y * ]  Proof. Any function ~0 ~ # ~ , j can be written as 

OO(y) = ~)(y)e2~io y, (99) 

where 4~(y) belongs to H~=(Y*). We define the sequence ~b °" by 

4O.(y) = ~)(y)eZ,~io,,.y. 

One can easily check that ~b °° converges strongly to ~b ° in Hi(Y*) .  Conversely, if 
a sequence ~b °-, defined by 

~)O,(y) = ~),(y)e2~io, y, (100) 
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converges strongly to (b ° in H~ (Y*), then the sequence ~bn also converges strongly 
to a limit (b in H~(Y*) .  One can pass to the limit in (100) to obtain (99), which 
proves that ¢0 belongs to H~ (e 2~I0, Y*). 

We are now in a position to prove the continuity of the matrix A(O) on 
1 1 N [ -  ~;~3 \{o}. 

Proof of Proposition 3.2.6. Let On be a sequence converging to a non-zero limit 0 in 
I .  l_lN 0. [ -  2, z- • Let us prove that the sequence of solutions Wm of the cell problem (97) 

converges to the solution w,,.° By the very definition (96) of A(O), this is enough to 
prove its continuity. The variational formulation (98) yields the energy estimate 

0 2 = -On (101) II Vw;; ]lL2(y,) ~ em'nW,, 
c~T 

which, by using a standard extension operator, implies that the sequence Vw~ is 
bounded in L2(Y*) N. Up to a subsequence, it converges weakly in L2(y*) N, but the 
convergence is indeed strong by using (101) again. 

Since 0 is not 0, 10,1 is bounded away fi'om 0 for sufficiently large n, and we can 
0n apply the Poincar6 inequality (Lemma 3.4.2) to a subsequence of wm which thus 

r r l  t 2r~iO converges strongly in Hi(Y*) .  By Lemma 3.4.3 this limit belongs to n #  te , Y*), 
and we can pass to the limit in the variational formulation for win.°" This proves that 
the limit is nothing but win,° the solution of the cell problem (97). 

Note that this argument for proving the continuity of A(O) does not work at 
0 = 0. Indeed, in this case it may well happen that the L2(Y *) norm of the sequence 

0. o when 0, Wm goes to infinity, It turns out that the limit of w~; is not necessarily w,, 
goes to 0, and thus A(O) is not continuous at 0. However, we now prove that A(O,) 
has a limit when 0, goes to zero along rays of constant direction. More precisely, we 
have 

Proposition 3.4.4. Let O= be a sequence converging to O, and such that 0./10.1 
converges to a unit vector 4. Then, the matrix A(O,) converges to a real, positive- 
definite matrix 21(~) which is defined by its entries 

~mm'(~) = y V v ~ ( y ) "  VV~, (y)  dy, 1 <= m, m' G N, (102) 
y* 

where (v~,,)l <_ m < N are the unique solutions in H~ ( Y*)/IR of the problems 

- Av~ = 0 in Y* ,  

av~., 
- e, , 'n + (~'~r, Vv~ + ] r l~ ' em)~ 'n  on aT, (103) 

an 

y --* v~(y) is Y*-periodic. 
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Furthermore, this matrix A(~) is related to A(O) by 

fi.(~) = A(0) + (1 - A(0)~.~)-~(A(0)~ + iTI~)®(A(0)~  + I r i s ) ,  (104) 

which proves that J_(~) is a continuous function of ~ and that A(O) is not continuous at 
0 = 0 .  

0, be the solution of (97) (to simplify the notation, we drop the index Proof. Let wm 
m in the sequel). We rewrite w °. as 

w°"(y) = (w.(y) + m.)e 2'~i°"'y 

where w. belongs to HI(Y*  ) and has zero average, and where m. is a complex 
r r l  r 2xiO number. We choose a sequence of test function q5 °" ~ n#te  ", Y*) defined by 

CO.(y) = (qS(y) + # . )e  2~°.'y 

where q~ belongs to H~(Y*) and has zero average, and #. is a complex number 
which goes as/~/I 0.[ when n goes to infinity (with # e C). Plugging these expres- 
sions into the variational formulation (98), we obtain 

(Vw. + 27ciO.(w. + m.)).(VqS - 2rciO.((o + ft.)) = ~ e'n((~ + fin)e -2~iO"'y. 
Y* OT 

(105) 

Since w. has mean value zero in Y*, the Poincar&-Wirtinger inequality yields the 
a priori estimate 

II w. II~(.) _-< C, 

while Lemma 3.4.2 gives 

]0.m.l < C. 

Consequently, up to a subsequence, w. converges weakly to w in H~(Y*) and O.m. 
converges to ~m for some ~ e 112. Thus, we can pass to the limit in (105): 

Vw. V~ + 4rcZmfi + 2reimS. ~ V(a - 2~ifi~. ~ Vw = - ~ e" (Vq5 - 2z~ifi~). 
g* Y* g* T 

This holds for any ~b e H I ( Y *  ) with zero average and for any ~ ~ C. By varying #, 
we obtain 

m =-~5-2- [ T i e +  V w ,  

which in turn yields 

~Vw'V~-@-;Vw)@'(,V~)= ~(e+[T](~'e)~)'n~ 
Y* 8T 

(106) 

for any ~b e H~(Y*) with zero average. It is easy to check that the left-hand side of 
(106) is coercive on HI(Y*  fill;, uniformly in 4, and thus that there exists a unique 
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solution of (106) in H~(Y*)/(12. By taking ~ to be real, we check that the solution 
w is purely real and that it coincides with v ¢, the solution of (103). By linearity, v ¢ 
can be computed in terms of w°(e) and w°(~), solutions of the cell problem (97) at 
the Bloch frequency 0, and with right-hand side e and ~ respectively. A simple 
calculation yields 

(A(O)e + IT Ie)'?~ wO(¢), 
v¢ = w°(e) + i ~ A(-O~'-( 

lira A(O.)e.e = ~l(~)e'e 
o.--, o, o./io. [--, ~ 

= A(O)e'e + 

which is the desired result. 

((A(O)e + IT]e)" ~)2 
1 - A ( O ) ~ .  ~ ' 

(107) 

Remark 3.4.5. Proposition 3.4.4 tells us that .~(~) differs from A(0) by a positive 
rank-one matrix. Let us point out two consequences of this: First, the eigenvalues 
of~(~) are always greater than or equal to those of A(0). Second, any eigenvalue 2o 
of A(0) (with a corresponding eigenvector ~0) is also an eigenvalue of A(~) for any 
choice of ~ orthogonal to ~o. Thus, the eigenvalues of A(0) are always included in 
the Bloch spectrum [J~= 1 Jam, bm] (see (70)). In the isotropic case (i.e., A(0) = a°Id), 
for any value of ~, d(~) has N -  1 eigenvalues equal to a ° and one equal to 
a ° + (a ° + IT I)2/(1 - a°). In particular, this proves that even if X(~) is not a con- 
stant function of ~, its eigenvalues do not depend on ~. It also proves that the 
a priori N distinct bands in the Bloch-wave spectrum collapse in at most two 
distinct bands since N - 1 of them intersect. 

We now turn to the proof of Theorem 3.2.9 on the completeness of the limit 
spectrum 60o. As in Section 2, we consider the extended operator S~ acting on 
L2(f~) N. Let 2 be any value in the limit set o~ of the spectra a(~,). By definition, 
there exists a subsequence (still denoted by ~) of eigenvalues 2~ and eigenvectors s~ 
such that 

g~s~ = 2~s~ with IIs~llL-'(a):,' = 1, 
(108) 

Our goal is to prove that 2 does indeed belong to G(S)~(kJ~=I [am, bmJ)~Oboundary. 
We recall that S~s~ is defined by 

g~s~ ; y~ ~-~ u~n zn(x), 
p = l  

where u~ is the solution of 

- A u ~  = 0 

Ou~ _N (!;s~(x) dx) .n  ~n - ~ (109) 

in Ft~, 

on F~, for 1 = p __< n(z), 

on ~f~. 
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The following lemma establishes the connection between s~ and u~. 

Lemma 3.4.6. The solution u~ of(109) satisfies the estimates 

0 < c =< Ilu~tlu,(m =< C, 

where c and C are two positive constants independent of  e. Furthermore, the sequence 
s~ converges weakly to zero in LZ(f~ff if and only if u~ converges weakly to zero in 
/-/o~(n). 

Proof. The estimates for u~ are deduced from Lemma 2.2.3 since I[ st ItL2(m" = 1. The 
second statement is a direct consequence of the proof of Proposition 2.2.6 on the 
homogenization of problem (109). 

Proof of Theorem 3.2.9. The proof is divided in four steps corresponding to four 
different behaviors of the sequence of eigenvectors s~ which cover all possible cases. 
Step 1: Macroscopic convergence of the eigenvectors. Since s~ is bounded in L 2 (~)N, 
up to a subsequence, it converges weakly to a limit s. Assume that this limit is not 
zero, i.e., that the sequence s~ has macroscopic oscillations. Then, multiplying (108) 
by a test function, one can pass to the limit thanks to the strong convergence of the 
operator S~. Since s + 0, this shows that s is an eigenvector associated with the 
eigenvalue 2 for the macroscopic limit operator S. This proves that 2 belongs 
to a(S). 
Step 2: Concentration of the eigenvectors on the boundary. Assume that for any 
open subset co such that 05 c f~, the sequence s~ satisfies 

lim IIs~llL~<o~ = 0.  
e-'*0 

Then, by definition (71) of the boundary-layer spectrum, the corresponding se- 
quence of eigenvalues 2~ converges to a limit 2 ~ O'boundary. 
Step 3: e-Microscopic convergence of the eigenvectors. We now consider a sequence 
s~ which converges to 0 weakly in L2(~) N and such that there exists at least one 
open subset c,~, with 05 c f~, and a strictly positive constant c > 0 satisfying 

lim [Is~llL~(~o) > c > O. (110) 
e-,O 

Let ~b E @(f~) be a smooth function with compact support in ~ and identically 
equal to 1 in co. The first key idea is to construct a "quasi-eigenvector", with fixed 
compact support in ~, by multiplying the true eigenvector s~ by the cut-off function 
q~. To simplify the sequel, it is better to have a piecewise constant quasi-eigenvector 
in each cell Y;. Therefore, we apply to q~s, the operator E~P, which projects on such 
piecewise constant functions (E~ and ~ are defined by (10) and (11)), and we 
normalize it. 
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Lemma 3.4.7. The function t~ defined by 

E~P~(Os~) 
t~= 

is said to be a quasi-eigenvector since it satisfies 

lim H S~t~ - 2~t~ IIL~(.)~ = 0. 
e--+O 

Proof. Let us define v~ as the solution of 

- Av~ = 0 in  f ~ ,  

(111) 

(112) 

j' IVw~] 2 dx = ~ Vv," Vw~ dx -a~  ~ Vu~ "V(qSw~)dx 

+ a~ S VO "(w~Vu~ - u~Vw~) dx. (114) 

By assumption, s~ converges weakly to 0 in L2(~) N, and the same is true for t~ by 
construction. Thus, by Lemma 3.4.6, u~ and v~ converge weakly to 0 in Hl(f~), and 
strongly in L z (fl) by the Rellich theorem. Moreover, in view of (110), the scalar at is 
bounded. Therefore the last term in the right-hand side of (114) tends to 0. On the 
other hand, by integration by parts and by using (109) and (113), the two first terms 
are equal to 

]~=)1 e-N {(~a~E~P~(~s~)dx)'(  ~rgw'n d s ) - a , ( S s ~ d x ) ' ( ! ;  Ow~nds)}. 

Recalling that s~ is constant in each cell Y;, and replacing ~b by its average value in 
each elementary integral, we find that the difference in this expression cancels out 
up to a remainder term which is easily seen to be bounded by 

__< C~ II q~ lice(a)II w,: II.~(a)II s~ IIL~(o) _-< C~ II 4 lice(a). 

We have 

) ~n e-N t~(x) dx "n o n F  v,for l <p<n(e ) ,  (113) 
\ Y~ 

v~ = 0 on 0f~. 

Let us first prove that w~ = v, - (au~/II E~P~(Os~)II converges to 0 strongly in H~(O). 
To simplify the notation, we denote by a~ the inverse of [I E~P~(Os~)[IL~(a)~, i.e., 

w~(x) = v~(x) -- a~(x)u~(x). 
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This proves that Vw~ converges to 0 strongly in L2(fl) N (as usual, we identify 
functions defined in ~ and their extensions to fl defined by Lemma 2.2.2). Now, 
recalling the definition of S~t~, we obtain 

g~t~ = a~ Z e-u ~uen ZY~(x) + Z g-N w~n Zr}(x). 
p = l  p = l  

(115) 

The last term in the right-hand side of (115) is easily seen to be bounded by 
IL Vw~ IfL~(a)~', which tends to 0, while the first term can be rewritten as 

= = 

v = 1 Y~ r~ / 

up to a small remainder term bounded by e [10 ]bcl(a) • This completes the proof of 
Lemma 3.4.7. 

In order to be able to compute explicitly the term SJ~, the second key idea is to 
replace the domain of integration ~ by a larger cube with a periodic boundary 
condition where a Bloch-wave decomposition of t~ could be performed. Let K(~) be 
the smallest integer such that the cube eK(e)Y contains the domain ft. Let L be the 
size of the smallest cube containing ~. As e goes to 0, eK(e) converges to L. The 
quasi-eigenvector t~ is extended by 0 in eK(e)Y \f~. 

Lemma 3.4.8. Let t~ be the quasi-eigenvector defined by Lemma 3.4. 7. Let v~ be the 
solution of 

and w~ that of 

- Av~ = 0 in ~ ,  

OV on - -N t (x) dx)  " n on F~,for 1 <__ p < n(e), (116) 

v~ = 0 on Of~, 

- A w ~ = 0  

x ~ w~(x) is (eK(e) Y)-periodic. 

Then, the difference (v~ - w~) convenes to 0 strongly in Hl(f~). Therefore, 

p = l  

where r~ is a remainder term which goes to 0 strongly in L2(~) N. 

in eK(e)Y, 

on F~ for 1 <= p <= K(e) N, (117) 
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Proof. Let us define the difference 6~ = w~ - v~. By combining (116) and (117), it is 
easily seen that 3~ realizes the minimum in H~(f~) of 

min ~ ]Vb[ 2 dx. (118) 
6~ [I i (Y~) f~ 

3 = w~ on ~f~ 

Recall that the sequence t~ has compact support in a fixed compact subset of fL 
Therefore, there exists a smooth function ~ e C~°(IR N) such that q9 =- 1 in IRUkD 
and ~ = 0 on the compact support of all t~. Then, q~w~ is an admissible test function 
in the minimization problem (118), and we have 

IV~l 2 dx ~ X 021Vw~l 2 dx + 2 ~ @w~Vw~.V~dx + ~ w21V012 dx. (119) 

The two last terms in the right-hand side of (119) tend to 0 since, by Lemma 3.4.6, 
w~ converges to 0 weakly in Hl(f~), and strongly in Lz(Y2). On the other hand, 
multiplying equation (117) by q52w~ and integrating by parts yield 

Vw~g(OZw~) d X =  E ~-N t~(x) dx ' OZwends = 0 ,  

f~ p = t  

because the intersection of the supports of ~ and t~ is empty. Thus, we deduce that 

~ZlVw~IZ dx = - - 2  ~ Ow~Vw~'VqJdx, 

which tends to 0. This implies that all three terms in the right-hand side of (119) 
tend to 0, which proves the desired result. 

We are now in a position to compute S~t~ explicitly by decomposing the 
solution w, of (117) in Bloch waves on the cube eK(e)Y. To do so, we first 
decompose the quasi-eigenvector t,, which is piecewise constant in each subcell Y;. 
It is thus amenable to the Bloch-wave decomposition given by Lemma 3.1.2. As 
already noted in Remark 3.4.1, we can shift the range of the Bloch frequency ilK(e) 
to the interval [ -  !. _~IN This has the advantage of concentrating all the difficulties 2 '  2A " 

x-~(~) 1 by v (K(~)- 1)/2 (assure- near 0. From now on, we replace the summation ~s=o ~,s= -(K(~)- 1)/2 
ing with no loss of generality that K(~) is odd). Finally, by Lemma 3.1.2, we get 

(K(e) - 1)/2 

t~(x) = ~, t~e 2~i°~(~)e(x/~) with 0j(e) - j (120) 
j =  -- (K(O-- 1)/2 

where each t] is a constant vector in cE N, and where E(. ) denotes the integer part 
function. On the other hand, the Bloch-wave decomposition in HI(eK(e)Y) (as 
described by Lemma 3.3.4) yields 

(K(e)-  1)/2 -QX) (121) 

j =  - ( K ( O -  1)/2 
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where each component wff ( y ) belongs to H ~ (e 2~i oj (~), y ,  ). Then, using (117) and the 
orthogonality of the Bloeh waves, and setting 0 = i lK(e)  and t ° = tff, we deduce 
that each wl is given by 

where w°(y) is the unique solution in H~ (e 2~°, Y*) of 

- A w  ° = 0  in Y * ,  

c~w° -- t°" n on (3T, 
0n 

(122) 

and (124) becomes 

(K(e )  - 1)/2 N 

N 

t~ = ~, t~me,~(Oj(~)), 
m = l  

j =  - ( K ( ~ ) -  1)/2 m= 1 

y ~ w°(y)e -2~wy is Y*-periodic. 

We can further decompose w ° in terms of the elementary solutions of the cell 
problem (64) at the Bloch frequency 0: 

N 
0 0 W 0 w~ Z (123) = (t~ "era) m. 

m : l  

Note that only the constant vectors t ° depend on e, not the functions w °. Since w] 
can be written in terms of simple (e 2~I°, Y*)-periodic functions, thanks to (123), we 
have 

2 ~-N wJn Zy~(X)= t j. v :  ~ 1 ~ em aT ~ w ° n /  e2"i°J(e)E(x/~)' 

On the other hand, the variational formulations (98) yields the following property 
of the matrix A(0): 

A(O)em = S w°,n" 
c3T 

Thus, by Lemma 3.4.8, we have 

(K(e )  - 1)/2 

~t~ = ~ A(Oj(e))t~e z~i°j(~)E(x/~) + r~(x). (124) 
j =  - ( K ( e ) -  1)/2 

Denoting by (Am(0), era(O))1 <,, < N the eigenvalues and eigenvectors of the matrix 
A(O), we decompose each vector t~ as 
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Let us recall that, in view of Lemma 3.4.7, (;~t~ - 2~t~) converges to 0 strongly in 
L2(~) N. To conclude that, up to a subsequence, 2~ converges to one of the 2m(0), the 
third key idea is to define a modulation of the sequence of quasi-eigenvectors, and to 
multiply it by the "quasi"-spectral equation satisfied by t~. The modulation of t~ is 
defined by 

( K ( e )  - 1)/2 N 

~(t~) = ~ ~ ~m(Oj(e))t~e2~i°~(~)~(~/~)e~(Oj(g)), 
j = - ( K ( e ) -  1)/2 ra = t 

!.I]N where the functions ((]~m(0))l  _<m_<N are continuous on [ - 2 , 2 3  and vanish for 
0 = 0. Multiplying S~t. -- 2~t~ by//g(t~) gives 

( K ( e ) -  1)/2 N 

~ (2,.(0~(~)) - 30~) 4,.(0j(~)) It["l 2 = o(I), (125) 
j = - ( K ( e ) -  1)/2 m = l  

where o(1) is a remainder term which goes to zero. Let us define N positive real 
!.!IN measures (gT(0))l_<._<N on [ -  2,2~ by 

(K(z) - 1)/2 

p~"(0) = (eK(e)) N ~ [t~ml 2 6o=oj(~), (126) 
j =  - ( K ( a ) -  1)/2 

where each 60=0j(~), with 0j(e) = j/K(e) is a Dirac mass. We call these measures the 
Bloch measures associated with the sequence t~ (they are very similar to the 
well-known Wigner, or semi-classical, measures; see [16] and [20]). The funda- 
mental equation (125) can be stated as 

N 

~ (2,~(0) - 2,)~(O)l~(dO) = o(1). (127) 
m = l  [ -  1/2;1/2] N 

Since Zj  (eK(e)) N [t~[ 2 = [[t~ [[L2~(a)= 1, each/~m is a bounded sequence of positive 
finite measures. Up to a subsequence, each converges in the sense of vague 
measures to a positive limit #~, and we have 

N N 

~ #~(dO) = lira ~ ~ #~(dO) = 1. 
m = l  [ - 1 / 2 ; 1 / 2 ]  rq ~-*0 m = l  [ - - 1 / 2 ; 1 / 2 ]  ~v 

This implies that at least one of the/~" is a non-zero finite measure. Since the 
eigenvalues 2m(0) are continuous functions of 0, except at 0 where %m(O) is 
purposely chosen equal to 0, we can pass to the limit in (127) to obtain 

( ; ~ m ( o )  - ;04m(Ob~(dO) = o 
[ -  1/2; 1/2] N 

for any m. By varying the continuous function ~b,,(0), we obtain 

1 1 N 2,,(0) = 2 #m-almost everywhere on [ - ~;~] \{0}. (128) 

Let us assume that, at least one of the limit Bloch measures/~" is not a Dirac mass 
concentrated at 0 (this means that the sequence st does actually oscillate on the 
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microscopic scale e). Then, (128) implies that there exists a point 00 4 = 0 such that 
2 , . (0o)=2,  which proves that 2 belongs to the Bloch-wave spectrum 

[J~ =1 [a,., bm]. 
Step 4: Microscopic oscillations of the eigenvectors on a length scale larger than ~. 
The last case to be considered after the first three steps is that of a sequence of 
eigenvectors s~ satisfying the same assumptions as in the third step (i.e., converging 
weakly to zero in LZ(f~) N and such that there exist a constant c > 0 and a subset 
(5 c f~ with lim~-~o IIs~llv<~)>_-c > 0), and furthermore having the property that 
the sequence of quasi-eigenvectors t, has all its Bloch measures #m equal to 
multiples of the Dirac mass at zero. This means that, in ~o, the sequence s~ oscillates 
on a scale much larger than e, yet still smaller than 1. In this case, we do not care 
about the precise length scale, but we are only interested in the directions of 
oscillations, represented by the variable ~ ~ S N (a fact reminiscent of the 
H-measures of P. G£RARD [15] and L. TARTAR [37]). In the present situation some 
Bloch frequencies are negligible, as stated in the next lemma. 

Lemma 3.4.9. Since t~ converges weakly to 0 in L2(~) N, and since the Bloch measures 
(1~)1 <_" <_ N, which are limits of  the sequences (P~")I <= ,, <_ N defined from t, by (126), are 
reduced to multiples of  the Dirac mass at zero, it follows that 

lira Its (')] = 0 
e~O 

for any sequence of multi-inteoersj(e ) such that lim j(e)/K(O = 0 +- O. Furthermore, 
t: --+ O 

there exists a sequence of integers J(e) such that 

lim Y(e) = + oe, lim J(e) 
~-*0 ~ 0  ~ - ~  = O, 

lim ~ Itffl 2 = 0. (129) 
e-~O y ( z )  < i j l  N K ( O  

Proof. Let j(e) be a sequence of multi-indexes such that j(e)/K(e) converges to 
a non-zero limit 0 and that ]t~s(~)l converges to a strictly positive limit. Then, it is 
easily seen that one of the Bloch measures #"  must be supported at the point 0, 
which contradicts the hypothesis that it is a Dirac mass at the origin. Eventually, 
(129) is deduced from a standard diagonalization argument. 

Lemma 3.4.9 shows that t, can be rewritten as 

t~(x) = ~ tie 2=i°s(~)'E(xl~) + r£(x), 
0 < [ j [ <  J(e) 

where r~ is another remainder term which goes to 0 strongly in L2(f/ff  (the term of 
order j  = 0 is also incorporated into the remainder since t~ converges weakly to 0 in 
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L2(f~)N). We can proceed as in the third step; mult iplying S~t~ - 2~t~ by a modu la -  
t ion of t~ - r ' ,  we obtain  

N 

~ (~m(Oj(@ -- L)~m(Oj(@ ItJml 2 : 0(1), (130) 
O<lj[ < J(e) m = l  

where each function gbm(0) now depends only on the direction of the vector  0, 
namely,  

~m(0) = q;m (0/101), 

where ~(~) is a cont inuous  function of ¢ on the unit sphere S N. The  essential 
ingredient for the sequel is the cont inui ty of the matr ix  A(O) near  zero a long the 
rays ~ = 0/101, p rovided  by Propos i t ion  3.4.4. Since J(e)/K(e) goes to zero with e, 
we have 

xm (0j(~)) = ,L ~ + o(1) 

uniformly for 0 < [Jl < J(~), where ,~m(~) are the eigenvalues of the cont inuous  
matr ix  ~(~). In  other  words,  the fundamenta l  equat ion  (130) can be rewrit ten as 

2 ,~m --3~ ~m -~l [tJm]2=O(1)" 
O<lJl-<J(~) ra= l  

Let us define ano ther  family of  posit ive real measures  (v2(¢))1 _< m _< N on S N by 

~7(~) (~K(~)) ~ ~ J~ = It~ ] 6¢=j/ij I, (131) 
0<lJl <J(e) 

where each 6¢=j/ij I is a Di rac  mass. We call these measures  rescaled Bloch measures. 
Since y,j (e(K(e)) N It~l 2 = 1, each v~ is also a bounded  sequence of positive finite 
measures  on S N. U p  to a subsequence, they converge in the sense of vague measures  
to limits v m which satisfy 

N 
Z vm(d¢)= 1. 

S N m= 1 

Since the eigenvalues ('~m(~.))1 __< m < N of/~(~) are cont inuous  by virtue of  Propos i t ion  
3.4.4, we can pass to the limit to obta in  

(L(¢)  - ~) q;m(~i<(d~) = o 
S ~ 

for any m. This proves  that  7.m(~) = 2, vm-almost everywhere.  Since all the rescaled 
Bloch measures  v" cannot  be zero, there exists a direction 4o such that/~,,(~o) = 2, 
which proves  that  2 belongs to the Bloch spect rum UmN= t [am, bm]. 
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Proof of Corollary 3.2.11. If f~ is a parallelepiped, ]0, L1 [ x ]0, L2 [ x • • • 10, LN [, 
where the (Lm): _<m_<N are positive integers, and if the sequence of periods is 
~ = 1/n, then it is easily seen in the previous proof that, for a periodic boundary 
condition, the case of a sequence of eigenvectors concentrating on the boundary 
cannot occur since the domain D is actually a torus with a finite number of entire 
cells. Furthermore, for the same parallelepiped with-a Dirichlet boundary condi- 
tion, this statement still holds at the price of assuming that the unit tube in the 
periodic cell has cubic symmetry. Indeed, by skew symmetry with respect to the 
boundary, one can extend the solution u~ of (109) to a periodic solution of the same 
equation in a new domain of size twice that of f~. A simpler proof is even available 
when f~ is the unit torus [0, 1] N with e~ = 1In. In this case, ~ is precisely equal to 
[0, e~K(e~)] N with K(e,) = n. Thus, the operator S~o obviously coincides, up to an 
isomorphism, with the homogenized operator S K(~o). Therefore, the limit spectrum 
ao~ reduces to limK-~ ÷ ~oa(S K) as expected. 
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