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Abstract. We prove that a probability measure on the real line has a moment of order \( p \) (even integer), if and only if its \( R \)-transform admits a Taylor expansion with \( p \) terms. We also prove a weaker version of this result when \( p \) is odd. We then apply this to prove that a probability measure whose \( R \)-transform extends analytically to a ball with center zero is compactly supported, and that a free infinitely divisible distribution has a moment of even order \( p \), if and only if its Lévy measure does so. We also prove a weaker version of the last result when \( p \) is odd.

Introduction

Addition of free random variables gives rise to a convolution \( \boxplus \) on the set of probability measures on the real line. The operation \( \boxplus \), defined in [5], is called the free convolution. The classical convolution \( * \) is linearized by the logarithm of the Fourier transform: the Fourier transform of the classical convolution of probability measures is the product of their Fourier transforms. In the same way, the \( R \)-transform of the free convolution of probability measures is the sum of their \( R \)-transforms. The existence of moments of even order of a probability measure is linked to the Taylor expansion of its Fourier transform in the neighborhood of zero ([10, XV.9.15]). Moreover, the coefficients of the logarithm of this Taylor expansion are, up to a division by a factorial, the classical cumulants of the measure ([13]). In this paper, we prove that a probability measure has a moment of even order \( p \) if and only if its \( R \)-transform admits a Taylor expansion with \( p \) terms.
Moreover, in this case, the coefficients of this expansion are the first \( p \) free cumulants of the measure (defined in [16]). When \( p \) is odd, one implication (moment implies Taylor expansion) stays true, and the other one is maintained when the support of the measure is minorized or majorized. These results can be transferred to the Voiculescu transform.

The first consequence of this result is a criterion for compactness of the support of a measure. Roughly speaking (details in Section 1), the \( R \)-transform of a probability measure is the analytic inverse of its Cauchy transform on the intersection of a cone with origin zero and a ball with center zero. For compactly supported measures, the inversions can be done on balls centered at zero, without intersecting them with cones. But it had not yet been proved that any \( R \)-transform which, once defined on the intersection of a cone and a ball, can be analytically extended to the whole ball, is the one of a compactly supported probability measure. We prove it here, and our result about Taylor expansions of \( R \)-transforms seems necessary to prove it.

We also apply this result to prove that a \( \omega \)-infinitely divisible distribution has a moment of even order, \( p \), if and only if its Lévy measure does so. As before, when \( p \) is odd, one implication is maintained (\( p^{th} \) moment for Lévy measure implies \( p^{th} \) moment for the distribution), and the other one is maintained under the additional assumption that the support of the Lévy measure is minorized or majorized. As this paper was already written, Thierry Cabanal-Duvillard ([9]), using random matrices, proved another result of this type.

The first section of the paper is devoted to the presentation of the tools, to the proof of the result about Taylor expansions of \( R \)-transforms (Theorem 1.3) and to the criterion that follows. The proof of the theorem relies on the Hamburger-Nevanlinna theorem and on Proposition A.3 of the appendix. In the second part, we apply the result to \( \omega \)-infinitely divisible distributions.

1. ASYMPTOTIC EXPANSIONS OF THE \( R \)-TRANSFORM

Let us first present the \( R \)-transform (for further details, see [5]). We define, for \( \alpha, \beta > 0 \), the set

\[
\Delta_{\alpha,\beta} = \{ z = x + iy; |x| < -\alpha y, |z| < \beta \}.
\]

Note that \( z \to 1/z \) maps the set denoted by \( \Gamma_{\alpha,1/\beta} \) in [5], [6] onto \( \Delta_{\alpha,\beta} \). In order to make notations lighter, we have preferred to avoid the references to the sets \( \Gamma \), hence to compose the Cauchy transform on the right with the map \( z \to 1/z \).

The Cauchy transform of a probability measure \( \mu \) on the real line is the analytic function on the upper half-plane

\[
G_\mu : z \to \int_\mathbb{R} d\mu(t)/(z - t).
\]

By Proposition 5.4 and Corollary 5.5 of [5], for all positive numbers \( \alpha \), for all \( \varepsilon \in (0, \min\{\alpha, 1\}) \), for \( \beta \) small enough, \( z \to G_\mu(1/z) \) is a conformal bijection
The inverses of $G_\mu(1/z)$ on all $D_{\alpha,\beta}$'s define together an analytic function $L_\mu$ on the union $D$ of their domains. This function is a right inverse of $G_\mu(1/z)$ on $D$. Moreover, the open set $\{z ; G_\mu(1/z) \in D\}$ has a unique connected component which contains a set of the type $\Delta_{\alpha,\beta}$, and on this connected component, $G_\mu(1/z)$ is also a right inverse of $L_\mu$ (it is true on a set of the type $\Delta_{\alpha,\beta}$ by Proposition 5.4 of [5], and therefore it is true on the connected component by analyticity).

The $R$-transform of $\mu$ is $R_\mu(z) = K_\mu(z) - 1/z$, where $K_\mu = 1/L_\mu$.

The natural space for $R$-transforms is the space, denoted by $H$, of functions $f$ which are analytic in a domain $D_f$ such that for all positive $\alpha$, there exists a positive $\beta$ such that

$$\Delta_{\alpha,\beta} \subset D_f.$$ 

The introduction of this space is not necessary to work with $R$-transforms, but it will be useful in our work on their Taylor expansions.

One can summarize the different steps of the construction of the $R$-transform in the following chain

$$\mu \xrightarrow{\text{probability measure}} G_\mu \xrightarrow{\text{Cauchy transf.}} L_\mu(z) = \left( G_\mu \left( \frac{1}{z} \right) \right)^{-1}$$

$$\xrightarrow{\text{function of } H} K_\mu = \frac{1}{L_\mu} \xrightarrow{\text{function of } H} R_\mu(z) = K_\mu(z) - \frac{1}{z}.$$ 

For example, for respectively $\mu = \delta_a$, $(2/(\pi r^2))\sqrt{r^2 - (x-m)^2}1_{|x-m| \leq r} \, dx$, $\frac{dx}{\pi(1+x^2)}$, $R_\mu(z) = a$, $m + (r^2/4)z$, $-i$.

The main property of the $R$-transform is the fact that it linearizes the free convolution: for all $\mu, \nu$, $R_{\mu * \nu} = R_\mu + R_\nu$. It is also useful for characterizing tight sets of probability measures and for giving a necessary and sufficient condition for weak convergence ([5]).

**Remark 1.1.** Some authors prefer to work with the Voiculescu transform $\varphi_\mu(z) = R_\mu(1/z)$ rather than with the $R$-transform. Using the fact that $z \mapsto 1/z$ maps the set denoted by $\Gamma_{\alpha,1/\beta}$ in [5], [6] onto $\Delta_{\alpha,\beta}$, all our results can be transferred to Voiculescu transforms.

One can wonder how to express the $R$-transform of a measure more directly from the measure. In the case where $\mu$ is compactly supported, one can extend its Cauchy transform to the complementary of a closed ball with center zero, and repeat the previous work replacing every $\Delta_{\alpha,\beta}$ by the ball $B(0, \beta)$. It follows that...
the $R$-transform can be defined analytically to a neighborhood of zero, and it has been proved in [16] that the coefficients of its series expansion

$$(1.1) \quad R_\mu(z) = \sum_{i \geq 0} k_{i+1}(\mu) z^i$$

are the free cumulants of $\mu$, defined by any of the two equivalent formulas:

$$(1.2) \quad m_i(\mu) = \sum_{\pi \in \text{NC}(i)} \prod_{V \text{ class of } \pi} k_{|V|}(\mu), \quad \forall \ i \geq 1,$$

$$(1.3) \quad k_i(\mu) = \sum_{\pi \in \text{NC}(i)} \text{Mob}(\pi) \prod_{V \text{ class of } \pi} m_{|V|}(\mu), \quad \forall \ i \geq 1,$$

where for all integers $i$, $m_i(\mu)$ is the $i$-th moment of $\mu$, $\text{NC}(i)$ denotes the set of partitions of $\{1, \ldots, i\}$ such that there does not exist $1 \leq j_1 < j_2 < j_3 < j_4 \leq i$ with $j_1, j_3$ in the same class and $j_2, j_4$ in another class (such partitions are said to be non crossing), and $\text{Mob}$ is a function on $\text{NC}(i)$ which we will not need to explicit here, called the Mobius function (for further details, see [16]).

**Remark 1.2.** The classical cumulants $c_i(\mu)$ of a compactly supported probability measure $\mu$ can be defined by the analogous equation ([13]):

$$m_i(\mu) = \sum_{\pi \text{ partition of } \{1, \ldots, i\}} \prod_{V \text{ class of } \pi} c_{|V|}(\mu), \quad \forall \ i \geq 1$$

and one has, for all $z$ complex numbers,

$$\exp \sum_{i \geq 1} \frac{c_i(\mu)}{i!} z^i = \int_{\mathbb{R}} e^{t z} \, d\mu(t).$$

If $\mu$ is non compactly supported, but admits a $p$th moment (hence, by the Hölder inequality, moments of order $1, \ldots, p$), one can define its first $p$ cumulants by the equation (1.3) for $i = 1, \ldots, p$. Theorem 1.3 below extends (1.1) to this case.

First of all, for functions of $\mathcal{H}$, we only consider “non tangential limits” to zero. That is, if $f \in \mathcal{H}$, \( \lim_{z \to 0} f(z) = \ell \) means that for all positive $\alpha$, for a certain $\beta$, \( \lim_{z \to 0, \ z \in \Delta_{\alpha, \beta}} f(z) = \ell \), and $f$ admits a Taylor expansion of order $p$ means that there exist complex numbers $a_0, \ldots, a_p$, and a function $\nu \in \mathcal{H}$, such that

$$f(z) = \sum_{i=0}^{p} a_i z^i + z^p \nu(z), \quad \text{with } \lim_{z \to 0} \nu(z) = 0.$$
Theorem 1.3. Let $p$ be a positive integer and $\mu$ be a probability measure on the real line.

(a) If $\mu$ admits a $p^{th}$ moment, then $R_\mu$ admits the Taylor expansion

$$R_\mu(z) = \sum_{i=0}^{p-1} k_{i+1}(\mu) z^i + o(z^{p-1}).$$

(b) Conversely, if $p$ is even or if the support of $\mu$ is minorized or majorized, and if $R_\mu$ admits a Taylor expansion of order $p - 1$ with real coefficients, then $\mu$ has a $p^{th}$ moment.

Remark 1.4. In the second part of the theorem, the coefficients have to be real. For example, the Cauchy distribution $\mu = \frac{dx}{\pi (1 + x^2)}$, has no moments, while $R_\mu = -i$.

The proof of the theorem uses the work on functions of $\mathcal{H}$ done in the appendix, and the Hamburger-Nevanlinna theorem, that we give here.

Theorem 1.5. Let $p$ be a positive integer and $\mu$ be a probability measure on the real line.

(i) If $\mu$ admits a $p^{th}$ moment, then $G_\mu(1/z)$ admits the Taylor expansion

$$G_\mu\left(\frac{1}{z}\right) = \sum_{i=1}^{p+1} m_{i-1}(\mu) z^i + o(z^{p+1}).$$

(ii) Conversely, if $p$ is even or if the support of $\mu$ is minorized or majorized, and if $G_\mu(1/z)$ admits the Taylor expansion of order $p + 1$ with real coefficients, then $\mu$ has a $p^{th}$ moment.

The part (i) and the part (ii) in the case where $p$ is even are respectively the first and second parts of Theorem 3.2.1 of [1]. There is no reference for the part (ii) in the case where the support of $\mu$ is minorized or majorized, so we prove it below.

Proof: We suppose that the support of $\mu$ is minorized or majorized, and that there exist real numbers $r_0, \ldots, r_{p+1}$ such that $G_\mu(1/z)$ admits the Taylor expansion

$$G_\mu\left(\frac{1}{z}\right) = \sum_{i=0}^{p+1} r_i z^i + o(z^{p+1}).$$

First of all, by Proposition 5.1 of [5], $r_0 = 0$ and $r_1 = 1$. Let us prove, by induction over $q \in \{0, \ldots, p\}$, that $\mu$ admits a $q^{th}$ moment and that for all $\ell = 0, \ldots, q$, $m_{\ell}(\mu) = r_{\ell+1}$. For $q = 0$, it is obvious by what precedes. Suppose that
the result has been proved to rank \( q - 1 \). We have

\[
    r_{q+1} = \lim_{y \to 0, y > 0} \frac{1}{(iy)^{q+1}} \left( G_\mu \left( \frac{1}{iy} \right) - \sum_{\ell=1}^{q} r_\ell (iy)^\ell \right).
\]

Using the fact that for all \( \ell = 1, \ldots, q, r_\ell = m_{\ell-1} \), and taking the real part, we obtain

\[
    r_{q+1} = \lim_{y \to 0, y > 0} \int \frac{t^q}{1 + y^2 t^2} \, d\mu(t). 
\]

Let us write \( \mu = \mu^+ + \mu^- \), where \( \mu^+ \) and \( \mu^- \) are finite positive measures with supports respectively contained in the non negative and in the non positive real half lines. Now we have

\[
    r_{q+1} = \lim_{y \to 0} \int \frac{t^q}{1 + y^2 t^2} \, d\mu^+(t) + \int \frac{t^q}{1 + y^2 t^2} \, d\mu^-(t).
\]

By the hypothesis on \( \mu \), one of the measures \( \mu^+ \), \( \mu^- \) has compact support. We apply the theorem of dominated convergence to the term corresponding to this measure, and then the theorem of monotone convergence to the other term. The desired result follows.

**Proof of Theorem 1.3.** We use the abbreviation T.e.r.c. for “Taylor expansion with real coefficients.”

(a) By the Hamburger-Nevanlinna theorem, \( G_\mu (1/z) \) admits a T.e.r.c. of order \( p + 1 \) with leading term \( z \). So, by Proposition A.3 of the appendix, its inverse \( 1/K_\mu \) does also. Thus, dividing by \( z \), \( 1/(zK_\mu (z)) \) admits a T.e.r.c. of order \( p \) with leading term 1. It is obvious that if one composes on the left a function of \( \mathcal{H} \) which admits a T.e.r.c. of order \( p \) with leading term 1 by a function which admits a T.e.r.c. of order \( p \) in a neighborhood of 1, one obtains a function of \( \mathcal{H} \) which admits a T.e.r.c. of order \( p \). Therefore, \( zK_\mu (z) \) does so: there exist \( a_1, \ldots, a_p \in \mathbb{R} \) such that

\[
    zK_\mu (z) = 1 + \sum_{\ell=1}^{p} a_\ell z^\ell + o(z^p).
\]

So, since \( R_\mu (z) = K_\mu (z) - 1/z \), it suffices to prove that the coefficients \( a_1, \ldots, a_p \) are the \( p \) first free cumulants of \( \mu \).

Let us denote these coefficients by \( a_1(\mu), \ldots, a_p(\mu) \) (the functions \( a_1, \ldots, a_p \) are defined on the set of probability measures with \( p \)th moment).

It is easy to see that there exist polynomials \( P_1, \ldots, P_p \in \mathbb{R}[X_1, \ldots, X_p] \) defined by: for all \( x_1, y_1, \ldots, x_p, y_p \in \mathbb{R} \), for all bijective function \( f \) defined in a neighborhood of zero such that \( f(z) = z + \sum_{i=2}^{p+1} x_{i-1} z^i + o(z^{p+1}) \) and \( f^{-1}(z) = z + \sum_{i=2}^{p+1} y_{i-1} z^i + o(z^{p+1}) \), one has for all \( i = 1, \ldots, p, y_i = P_i(x_1, \ldots, x_p) \) (the existence of these polynomials easily follows from the equation \( f \circ f^{-1}(z) = z \).
Thus,

$$\frac{1}{K_\mu(z)} = z + \sum_{i=2}^{p+1} P_{i-1}(m_1(\mu), \ldots, m_p(\mu)) z^i + o(z^{p+1}),$$

and the polynomials $P_1, \ldots, P_p$ do not depend on the choice of the probability measure with $p^{th}$ moment $\mu$. Continuing with the same kind of argument (where the fact that the leading term of the T.e.r.c. of $1/(zK_\mu(z))$ is 1 is crucial), one sees that the functions $a_1, \ldots, a_p$ can be expressed as universal polynomials in the moments: there exist $Q_1, \ldots, Q_p \in \mathbb{R}[X_1, \ldots, X_p]$ (not depending on $\mu$) such that for all $i = 1, \ldots, p$, $a_i(\mu) = Q_i(m_1(\mu), \ldots, m_p(\mu))$.

Moreover, by (1.3), there also exist universal polynomials $R_1, \ldots, R_p \in \mathbb{R}[X_1, \ldots, X_p]$ such that for all $i = 1, \ldots, p$, $k_i(\mu) = R_i(m_1(\mu), \ldots, m_p(\mu))$ (for further details on these polynomials, see [16]).

It only remains to prove that for all $i$, $Q_i$ and $R_i$ coincide on the $p$-tuple $(m_1(\mu), \ldots, m_p(\mu))$. There are several ways to see it. First, the theorem of the third part of [16] asserts that $Q_i = R_i$. But without referring directly to this result, by (1.1), $Q_i$ and $R_i$ coincide on the $p$-tuple $(m_1(\mu), \ldots, m_p(\mu))$ when $\mu$ is compactly supported, and it is proved, in the chapter of [1] devoted to the solution of the moment problem, that there exists a compactly supported probability measure (more precisely, a convex combination of Dirac measures) with $p$ first moments $(m_1(\mu), \ldots, m_p(\mu))$.

(b) If $R_\mu$ admits a T.e.r.c. of order $p$, we prove, with the inverse operations of the ones of the first part of the proof of (a) of this theorem, that (ii) of the Hamburger-Nevanlinna theorem applies.

Note that we do not know yet if any $R$-transform which, once defined as an element of $\mathcal{H}$, can be analytically extended to a whole ball with center zero, comes from a compactly supported probability measure. The affirmative answer will be given by the following corollary.

**Corollary 1.6.** A probability measure on the real line is compactly supported if and only if its $R$-transforms can be analytically extended to an open ball with center zero.

**Proof.** As mentioned above, it is already known that the $R$-transform of a compactly supported probability measure extends analytically to an open ball with center zero. Suppose now that the $R$-transform of a probability measure $\mu$ extends analytically to an open ball with center zero and positive radius $r$. By the previous theorem, $\mu$ has moments of all orders, and its free cumulants are the coefficients of the series expansion of its $R$-transform. Hence the sequence $|k_n(\mu)|^{1/n}$ is bounded by a number $C$, and so, from (1.2) and the majorations $\# NC(n) \leq 4^n$, $\forall \pi \in NC(n)$, $|\text{Mob}(\pi)| \leq 4^n$ ([7, p. 149–150]), one has, for all integers $n$, $|m_n(\mu)| \leq (16C)^n$. This implies that the support
of \( \mu \) is contained in \([-16C, 16C]\); otherwise, there exist \( \varepsilon, \delta > 0 \) such that 
\[ \mu([\mathbb{R} - [-16C - \delta, 16C + \delta]]) > \varepsilon, \] 
and so \( \forall n, m_{2n}(\mu) > \varepsilon (16C + \delta)^{2n} \), which contradicts \( |m_{2n}(\mu)| \leq (16C)^{2n} \). \(Q.E.D.\)

2. MOMENTS OF \( \boxtimes \)-INFINITELY DIVISIBLE DISTRIBUTIONS

First, recall that a probability measure \( \mu \) is said to be \( \boxtimes \)-ininitely divisible (resp. \( \boxtimes \)-ininitely divisible) if for all integers \( n \), there exists a probability measure \( \nu_n \) such that 
\[ \nu_n \overset{\boxtimes}{\sim} \nu_n \mu \] 
(resp. \( \nu_n \overset{\boxtimes}{\sim} \nu_n \mu \)). This condition is equivalent ([6]) to the existence of a sequence \( (\mu_n) \) of probability measures such that \( \mu_n \overset{\boxtimes}{\sim} \mu_n \mu \) converges weakly to \( \mu \). These distributions have been classified in [5] (resp. in [11]): \( \mu \) is \( \boxtimes \) (resp. \( \boxtimes \))-ininitely divisible if and only if there exist a real number \( \gamma \) and a positive finite measure on the real line \( \sigma \) such that

\[ R_\mu(z) = y + \int_\mathbb{R} \frac{z + t}{1 - tz} d\sigma(t), \]

respectively the Fourier transform is

\[ \hat{\mu}(t) = \exp \left[ i\gamma t + \int_\mathbb{R} \left( e^{itx} - 1 - \frac{itx}{x^2 + 1} \right) \frac{x^2 + 1}{x^2} d\sigma(x) \right]. \]

Moreover, in this case, such a pair \((\gamma, \sigma)\) is unique, and we denote \( \mu \) by \( \nu_{\gamma,\sigma} \) (resp. \( \nu_{\gamma,\sigma}^\boxtimes \)). Thus, one can define a bijection from the set of \( \boxtimes \)-ininitely divisible distributions to the set of \( \boxtimes \)-ininitely divisible distributions by \( \nu_{\gamma,\sigma} \mapsto \nu_{\gamma,\sigma}^\boxtimes \). This bijection, called the Bercovici-Pata bijection, is defined in a formal way, but appears to have deep properties. First of all, it is easy to see that for all \((\gamma, \sigma)\) and \((\gamma', \sigma')\),

\[ \nu_{\gamma,\sigma} \overset{\boxtimes}{\sim} \nu_{\gamma',\sigma'} \iff \nu_{\gamma,\sigma}^\boxtimes \overset{\boxtimes}{\sim} \nu_{\gamma',\sigma'}^\boxtimes. \]

Thus, the bijection previously defined is a semi-group morphism. Moreover, it has been proved in [2] that it is a homeomorphism with respect to weak convergence topology. At last, a surprising property of the Bercovici-Pata bijection was proved in [6]: for all sequences \( (\mu_n) \) of probability measures, the sequence \( \mu_n \overset{\boxtimes}{\sim} \mu_n \sigma \) tends weakly to a measure \( \nu_{\gamma,\sigma} \) if and only if the sequence \( \mu_n \overset{\boxtimes}{\sim} \mu_n \sigma \) tends weakly to \( \nu_{\gamma,\sigma} \). Note that this property does not follow from the previous ones, because the measures \( \mu_n \) are not supposed to be \( \boxtimes \)-ininitely divisible, so one cannot apply the bijection to \( \mu_n \sigma \). A somewhat more concrete realization of this surprising bijection, using random matrices, can be found in [9] and [3].

The measure \( \sigma \) is said to be the Lévy measure of \( \nu_{\gamma,\sigma} \) and \( \nu_{\gamma,\sigma}^\boxtimes \). It is well known (Section 25 of [15]) that a \( \boxtimes \)-ininitely divisible distribution admits moments of the same orders as its Lévy measure. We will prove in this section that, in the free case, if the Lévy measure has a moment of order \( p \), then so does the distribution, and that the converse is true when considering moments of even order.
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or Lévy measures with minorized or majorized support. In a recent preprint ([9]), Thierry Cabanal-Duvillard has proved the first implication.

First of all, note that a $\mathbb{R}$-infinitely divisible distribution has compact support if and only if its Lévy measure does so. It was never written like this, but it was proved ([4], [12]) that a compactly supported probability measure $\mu$ is $\mathbb{R}$-infinitely divisible if and only if its $R$-transform can be written

$$y + \int_{\mathbb{R}} \frac{z + t}{1 - tz} \, d\sigma(t),$$

with $y \in \mathbb{R}$ and $\sigma$ a compactly supported positive finite measure on the real line. Moreover, in this case, with the series expansion of $\int_{\mathbb{R}} \frac{1}{(z + t)(1 - tz)} \, d\sigma(t)$ and (1.1), it is easy to see that for all positive integer $p$, the $p^{th}$ free cumulant of $\mu$ is

$$(2.1) \quad k_p(\nu_{\sigma}^y) = m_{p-2}(\sigma) + m_p(\sigma),$$

where $m_{-1}(\sigma) := y$.

Remark 2.1. Note that in this case, $m_{p-2}(\sigma) + m_p(\sigma)$ is also the $p^{th}$ classical cumulant of the $\ast$-infinitely divisible correspondent of $\mu$.

In the proof of Proposition 2.3, we will need the following lemma.

Lemma 2.2. If the support of a positive finite measure on the real line $\sigma$ is contained in $(0, \infty)$ (resp. in $(-\infty, 0)$), then $\nu_{\ast}^{0,\sigma}$ is concentrated on $[0, \infty)$ (resp. $(-\infty, 0)$).

Proof. The classical version of this result is well known: if the support of $\sigma$ is contained in $(0, \infty)$ (resp. in $(-\infty, 0)$), then $\nu_{\ast}^{0,\sigma}$ is concentrated on $[0, \infty)$ (resp. $(-\infty, 0)$). Thus $\nu_{\ast}^{0,\sigma}$ is concentrated on $[0, \infty)$ (resp. $(-\infty, 0)$), and the same holds for $(\nu_{\ast}^{0,\sigma})_{\ast\ast}$ and $\nu_{\ast}^{0,\sigma}$. Thus $(\nu_{\ast}^{0,\sigma})_{\ast\ast}$ converges weakly to $\nu_{\ast}^{0,\sigma}$, which is hence concentrated on $[0, \infty)$ (resp. $(-\infty, 0)$).

Proposition 2.3. Let $y$ be a real number, $\sigma$ be a positive finite measure on the real line, and $p$ be a positive integer.

1. If $\sigma$ admits a moment of order $p$, then the same holds for $\nu_{\ast}^{y,\sigma}$.
2. Suppose, moreover, that $p$ is even or that the support of $\sigma$ is minorized or majorized. In this case, if $\nu_{\ast}^{y,\sigma}$ admits a moment of order $p$, then the same holds for $\nu_{\ast}^{y,\sigma}$.

Before beginning the proof, let us recall a few results about weak convergence of probability measures and of positive finite measures on the real line. First, for any sequences $(y_n)$ of real numbers and $(\sigma_n)$ of positive finite measures on the
real line, the sequence \( (\nu^{\gamma_n,\sigma_n}_n) \) converges weakly to a \( \gamma \)-infinitely divisible measure \( \nu^{\gamma,\sigma}_n \) if and only if \( \gamma_n \) tends to \( \gamma \) and \( \sigma_n \) tends weakly to \( \sigma \) (\cite{[2]}). Recall that a sequence \( \rho_n \) of positive finite measures on the real line (including probability measures) converges weakly to a positive finite measure on the real line if for all continuous bounded function \( f \), \( \int f \, d\rho_n \) tends to \( \int f \, d\rho \). In this case, combining Theorems 5.1 and 5.3 of \cite{[8]}, one has, for all nonnegative continuous function \( f \),

\[
\int f \, d\rho \leq \liminf \int f \, d\rho_n.
\]

**Proof of Proposition 2.3.**

(1) Suppose that \( \sigma \) admits a moment of order \( p \). Define three positive finite measures on the real line

\[
\begin{align*}
\sigma^- & : \sigma^-(A) = \sigma(A \cap (-\infty, -1)), \\
\sigma^c & : \sigma^c(A) = \sigma(A \cap [-1, 1]), \\
\sigma^+ & : \sigma^+(A) = \sigma(A \cap (1, \infty))
\end{align*}
\]

for all Borel sets \( A \). Then \( \nu^{\gamma,\sigma}_n = \nu^{\gamma,\sigma^-}_n \cup \nu^{\gamma,\sigma^c}_n \cup \nu^{\gamma,\sigma^+}_n \). So, by Minkowski inequality in \( W^* \)-probability spaces (equation (26) of \cite{[14]}), it suffices to prove that each of \( \nu^{\gamma,\sigma^-}_n \), \( \nu^{\gamma,\sigma^c}_n \), \( \nu^{\gamma,\sigma^+}_n \) admits a \( p \)th moment. As explained above, \( \nu^{\gamma,\sigma^c}_n \) is compactly supported, so we have reduced the problem to the case where \( \gamma = 0 \) and the support of \( \sigma \) is contained in \( (-\infty, 0) \) or in \( (0, +\infty) \). Both cases are treated in the same way. Suppose for example the support of \( \sigma \) to be contained in \( (0, \infty) \). Let us then define, for \( n \) positive integer, the positive finite measure on the real line \( \sigma_n \) by \( \sigma_n(A) = \sigma(A \cap (0, n)) \). By dominated convergence, \( \sigma_n \) tends weakly to \( \sigma \). So, by what precedes, \( \nu^{0,\sigma}_n \) tends weakly to \( \nu^{0,\sigma}_0 \), and by (2.2),

\[
\int |x|^p \, d\nu^{0,\sigma}_n(x) \leq \liminf \int |x|^p \, d\nu^{0,\sigma}_0(x).
\]

But by the previous lemma, all \( \nu^{0,\sigma}_n(x) \) are concentrated on \( [0, \infty) \), so one has

\[
\int |x|^p \, d\nu^{0,\sigma}_n(x) \leq \liminf m_p(\nu^{0,\sigma}_n(x));
\]

it suffices to prove the boundedness of the sequence \( (m_p(\nu^{0,\sigma}_n))_n \). But by (2.1), for all \( n \), for all integers \( q \), the \( q \)th free cumulant of \( \nu^{0,\sigma}_n \) is \( m_{q-2}(\sigma_n) + m_q(\sigma_n) \).
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(with \( m_{-1}(\sigma) = 0 \)). Thus one has, for all \( n \),

\[
\begin{align*}
\mathbf{m}_p(\nu^{0,\sigma_n}_0) &= \sum_{\pi \in \text{NC}(p) \in \pi} \prod_{V \in \pi} k_{|V|}(\nu^{0,\sigma_n}_0) \\
&= \sum_{\pi \in \text{NC}(p) \in \pi} \prod_{V \in \pi} (m_{|V|-2}(\sigma_n) + m_{|V|}(\sigma_n)) \\
&\leq \sum_{\pi \in \text{NC}(p) \in \pi} \prod_{V \in \pi} (m_{|V|-2}(\sigma) + m_{|V|}(\sigma)),
\end{align*}
\]

and the result is proved.

(2) First of all, \( \nu^{y,\sigma}_0 \ast \delta_{-y} = \nu^{0,\sigma}_0 \). So one can suppose that \( y = 0 \).

Moreover, let us prove that we can replace the hypothesis “the support of \( \sigma \) is minorized or majorized” by “the support of \( \sigma \) is contained in \((1, \infty)\).” So suppose the support of \( \sigma \) to be minorized or majorized, and \( \nu^{0,\sigma}_0 \) to admit a moment of order \( p \). Since a push-forward of \( \nu^{0,\sigma}_0 \) by \( x \mapsto -x \) transforms \( \nu^{0,\sigma}_0 \) into its push-forward by \( x \mapsto -x \), one can suppose the support of \( \sigma \) to be contained in an interval \((m, \infty)\) with \( m \in \mathbb{R} \). Define two positive finite measures on the real line \( \sigma_c \), \( \sigma^+_c \) by \( \sigma(A) = \sigma(A \cap \{m, |m| + 1\}), \sigma^+_c(A) = \sigma(A \cap \{|m| + 1, \infty\}) \). Then \( \nu^{0,\sigma}_0 = \nu^{0,\sigma^c}_0 \equiv \nu^{0,\sigma^+_c}_0 \), thus, by [5], \( \nu^{0,\sigma}_0 \) is the distribution of the sum \( X + Y \) of two free self-adjoint operators \( X, Y \) affiliated to a \( W^*-\)probability space \((\mathcal{A}, \varphi)\), respectively distributed according to \( \nu^{0,\sigma^c}_0, \nu^{0,\sigma^+_c}_0 \). By hypothesis \( X + Y \in L^p(\mathcal{A}, \varphi) \), and by compactness of the support of its distribution, \( X \) is bounded. So, by the Minkowsky inequality ([14]),

\[
Y = (X + Y) - X \in L^p(\mathcal{A}, \varphi).
\]

So \( \nu^{0,\sigma^+_c}_0 \) admits a \( p \)th moment, and it suffices to prove that \( \sigma^+_c \) admits a \( p \)th moment (because \( \sigma^c \) has compact support).

So let us suppose \( p \) to be even or the support of \( \sigma \) to be contained in \((1, \infty)\). Suppose now that \( \nu^{0,\sigma}_0 \) admits a moment of order \( p \). By the first part of Theorem 1.3, \( \nu^{0,\sigma}_0 \) admits a Taylor expansion of order \( p \), and so for all positive integer \( n \), the same holds for

\[
R^{0,\sigma}_{0,n} = \frac{1}{n} R^{0,\sigma}_0.
\]

Then Lemma 2.2 allows us to apply the second part of Theorem 1.3, and to deduce that for all \( n \), \( \nu^{0,\sigma^c}_{0,n} \) admits a \( p \)th moment. Moreover, the coefficients of the Taylor expansions of the R-transforms of \( \nu^{0,\sigma^c}_0, \nu^{0,\sigma^+_c}_0 \) are their free cumulants, so from (2.3), we have

\[
\forall i = 1, \ldots, p, \quad k_i(\nu^{0,\sigma^c}_{0,n}) = \frac{1}{n} k_i(\nu^{0,\sigma^c}_0).
\]
But it was proved in [5, Theorem 5.10, (iii)] that $\sigma$ is the weak limit of the sequence of positive finite measures on the real line

$$\left( \frac{n x^2}{1 + x^2} \mathrm{d} \nu_{\overline{\sigma}}^{0, \overline{\sigma} n} \right).$$

So, by (2.2),

$$\int |x|^p \, d \sigma(x) \leq \lim \inf n \int \frac{|x|^p n x^2}{1 + x^2} \, d \nu_{\overline{\sigma}}^{0, \overline{\sigma} n} (x)$$

$$\leq \lim \inf n \int |x|^p \, d \nu_{\overline{\sigma}}^{0, \overline{\sigma} n} (x)$$

$$= \lim \inf n m_p (\nu_{\overline{\sigma}}^{0, \overline{\sigma} n})$$

$$= \lim \inf \sum_{\pi \in \text{NC}(p)} n \prod_{V \in \pi} k_{|\overline{\sigma}|}(\nu_{\overline{\sigma}}^{0, \overline{\sigma} / n})$$

$$= \lim \inf \sum_{\pi \in \text{NC}(p)} n^{1-\sigma\pi} \prod_{V \in \pi} k_{|\overline{\sigma}|}(\nu_{\overline{\sigma}}^{0, \overline{\sigma}}) < \infty,$$

which closes the proof.

Note that to remove the supplementary hypothesis “$p$ is even or the support of $\sigma$ is minorized or majorized” in the second part of the previous theorem, it would be useful to prove proposition P:

$$P := \{ \text{if } \mu, \nu \text{ are probability measures respectively concentrated on } (-\infty,0), [0,\infty) \text{ such that } \mu \boxplus \nu \text{ admits a } p^{\text{th}} \text{ moment, then each of them does so} \}.$$

Indeed, in this case, supposing that $\nu_{\overline{\sigma}}^{Y, \sigma}$ admits a $p^{\text{th}}$ moment would imply ([5]) that there exist free selfadjoint operators $X, Y, Z$ affiliated to a $W^*$-probability space $(\mathcal{A}, \varphi)$ with respective distributions $\nu_{\overline{\sigma}}^{0, \sigma^-}, \nu_{\overline{\sigma}}^{Y, \sigma^-}, \nu_{\overline{\sigma}}^{0, \sigma^+}$, where $\sigma^-, \sigma^+$, and $\sigma^{\overline{\sigma}}$ are as in the second paragraph of the proof of (1) of the previous proposition, such that $X + Y + Z \in L^p(\mathcal{A}, \varphi)$. Then, since $Y$ is bounded (its distribution has compact support), $X + Z = (X + Y + Z) - Y \in L^p(\mathcal{A}, \varphi)$, so, by P, $\nu_{\overline{\sigma}}^{0, \sigma^-}, \nu_{\overline{\sigma}}^{0, \sigma^+}$ admit $p^{\text{th}}$ moments. As a consequence, by (2) of the previous proposition, $\sigma^-, \sigma^+$ admit $p^{\text{th}}$ moments, and so does $\sigma$.

In a more general way, few results give a control on the tails of two probability measures $\mu, \nu$ from the tail of their free convolution (like Lemma 3 of [10, V.6] for classical convolution).

**APPENDIX A. TAYLOR EXPANSIONS IN $\Delta_{\alpha, \beta}$**

In this section, we prove a proposition used in the proof of Theorem 1.3.
Lemma A.1 (Taylor formula in $\mathcal{H}$). Consider $f \in \mathcal{H}$ and an integer $p$.

(i) If for all $i = 0, \ldots, p$, the $i$th derivative $f^{(i)}$ of $f$ admits in zero a limit $a_i \in \mathbb{C}$, then $f$ admits the Taylor expansion

$$f(z) = \sum_{i=0}^{p} \frac{a_i}{i!} z^i + o(z^p).$$

(ii) Conversely, if $f$ admits the Taylor expansion $f(z) = \sum_{i=0}^{p} a_i z^i/i! + o(z^p)$, then for all $i = 0, \ldots, p$,

$$\lim_{z \to 0} f^{(i)}(z) = a_i.$$

Proof.

(i) We prove this result by induction on $p$. For $p = 0$, it is obvious.

Suppose that the result has been proved to rank $p$. Suppose that for all $i = 0, \ldots, p + 1$,

$$\lim_{z \to 0} f^{(i)}(z) = a_i.$$

Replacing $f(z)$ by $f(z) - \sum_{i=0}^{p} a_i z^i/i!$, one can suppose that for all $i$, $a_i = 0$.

Let us prove $f(z) = o(z^{p+1})$.

Let us first prove that for all $z$ in the domain $D_f$ of $f$ such that the segment $[0, z]$ is contained in $D_f$, one has

$$f(z) = \int_{[0,z]} f'$$

(note that such an integral is defined because $f'$ can be continuously extended in zero). By Cauchy's formula, for all positive $\varepsilon$, one has

$$f(z) = \int_{[\varepsilon z, z]} f' + f(\varepsilon z) = \int_{[0,z]} f' + f(\varepsilon z) - \int_{[0,\varepsilon z]} f'.$$

The result follows by letting $\varepsilon$ go to zero (and using the fact that $f$ and $f'$ have null limit in zero).

But by the induction hypothesis applied to $f'$, one can write $f'(z) = z^p \eta(z)$, with $\eta \in \mathcal{H}$, $\lim_{z \to 0} \eta(z) = 0$. So

$$f(z) = \int_{[0,z]} f' = z \int_{0}^{1} f'(tz) \, dt = z^{p+1} \int_{0}^{1} t^p \eta(tz) \, dt = o(z^{p+1}).$$
(ii) This result is also proved by induction on $p$. For $p = 0$, it is obvious.
Suppose the result to be proved to a rank $p$. Suppose $f$ to admit the Taylor expansion

\begin{equation}
 f(z) = \sum_{i=0}^{p+1} \frac{a_i}{i!} z^i + z^{p+1} u(z),
\end{equation}

where $u \in \mathcal{H}$, $\lim_{z \to 0} u(z) = 0$.
We already have $\lim_{z \to 0} f(z) = a_0$. By induction hypothesis, it remains to prove that

\[ f'(z) = \sum_{i=1}^{p+1} i \frac{a_i}{i!} z^{i-1} + o(z^p). \]

So, after differentiation of (A.1), it suffices to prove that $\lim_{z \to 0} z u'(z) = 0$.
So let us fix $\alpha > 0$, $\epsilon > 0$, and consider $\beta > 0$ such that

\[ \Delta_{2\alpha, \beta} \subset D_f, \quad \sup_{\Delta_{2\alpha, \beta}} |u(z)| < \epsilon. \]

Then, by the Cauchy inequality, for all $z \in \Delta_{2\alpha, \beta}$,

\[ |u'(z)| \leq \frac{\epsilon}{d(z, \mathbb{C} - \Delta_{2\alpha, \beta})}. \]

For $z \in \Delta_{\alpha, \beta}$ small enough, the distance of $z$ to $\mathbb{C} - \Delta_{2\alpha, \beta}$ is realized by its orthogonal projection on one of the straight lines $\{x = 2\alpha y\}$, $\{x = -2\alpha y\}$. So it is easy to see, with a picture, that if one considers $\theta \in (-\arctan(1/(2\alpha)), \arctan(1/(2\alpha)))$ such that $z = |z| e^{-i\pi/2 + i\theta}$, one has

\begin{equation}
 d(z, \mathbb{C} - \Delta_{2\alpha, \beta}) = |z| \sin[\arctan(1/\alpha) - |\theta|] > |z| \sin[\arctan(1/\alpha) - \arctan(1/(2\alpha))].
\end{equation}

Hence

\[ |zu'(z)| \leq \frac{\epsilon}{\sin[\arctan(1/\alpha) - \arctan(1/(2\alpha))]}, \]

and we have proved

\[ \lim_{z \to 0, z \in \Delta_{2\alpha, \beta}} z u'(z) = 0. \]

Remark A.2. A consequence of this lemma is that one can differentiate Taylor expansions of functions of $\mathcal{H}$ and take anti-derivatives of Taylor expansions of functions of $\mathcal{H}$ (as long as the anti-derivatives have finite limits in zero).
Proposition A.3. Consider $f \in \mathcal{H}$ with Taylor expansion

$$f(z) = \sum_{i=1}^{p} a_i z^i + o(z^p),$$

without constant term and with leading coefficient $a_1 = 1$. Suppose, moreover, that $f$ is a bijection with inverse $f^{-1} \in \mathcal{H}$. Then $f^{-1}$ admits also a Taylor expansion of order $p$ without constant term, and with leading term $z$.

Proof. We prove this result by induction on the positive integer $p$.

\begin{itemize}
  \item For $p = 1$, it suffices to prove that $f^{-1}(z)/z$ tends to 1 when $z$ goes to zero non tangentially.
  \item (a) Let us first prove that for all $\alpha > 0$ fixed, for all $\beta > 0$ small enough,

  \begin{equation}
  \Delta_{2\alpha,2\beta} \subset D_f, \quad \Delta_{\alpha,\beta} \subset f(\Delta_{2\alpha,2\beta}),
  \end{equation}

  where $D_f$ denotes the domain of $f$. Let us fix $\alpha > 0$. Consider $\beta_0 > 0$ such that

  \begin{equation}
  \Delta_{3\alpha,\beta_0} \subset D_f.
  \end{equation}

  It suffices to prove that for $\beta > 0$ small enough, for all $\varepsilon \in (0,1)$,

  \begin{equation}
  \Delta_{\alpha,\beta} - \Delta_{\alpha,\varepsilon \beta} \subset f(\Delta_{2\alpha,2\beta} - \Delta_{2\alpha,\varepsilon \beta/2}).
  \end{equation}

  We will prove (A.4) as a consequence of Rouché's lemma. It suffices to prove that for $\beta$ small enough, for all $\varepsilon \in (0,1)$, for all $\omega \in \Delta_{\alpha,\beta} - \Delta_{\alpha,\varepsilon \beta}$, on the boundary of $\Delta_{2\alpha,2\beta} - \Delta_{2\alpha,\varepsilon \beta/2}$, the inequality $|f(z) - z| < |z - \omega|$ holds. Consider $\beta > 0$, $\varepsilon \in (0,1)$, $\omega \in \Delta_{\alpha,\beta} - \Delta_{\alpha,\varepsilon \beta}$, and $z$ in the boundary of $\Delta_{2\alpha,2\beta} - \Delta_{2\alpha,\varepsilon \beta/2}$. Then either $|\Re z| = 2\alpha |\Im z|$, or $|z| = \varepsilon \beta/2$, or $|z| = 2\beta$. In the first case, by the same arguments as in the proof of (A.2),

  $$|z - \omega| > |z| \sin[\arctan(1/\alpha) - \arctan(1/(2\alpha))].$$

  In the second case,

  $$|z - \omega| > \frac{\varepsilon \beta}{2} = |z|.$$

  In the third case,

  $$|z - \omega| > \frac{\beta}{2} - \frac{|z|}{2}.$$

  Therefore, since

  $$\lim_{z \to 0, z \in \Delta_{\alpha,\beta_0}} \frac{f(z) - z}{z} = 0,$$

  for $\beta > 0$ small enough, for all $\varepsilon \in (0,1)$, for all $\omega \in \Delta_{\alpha,\beta} - \Delta_{\alpha,\varepsilon \beta}$, on the boundary of $\Delta_{2\alpha,2\beta} - \Delta_{2\alpha,\varepsilon \beta/2}$, the inequality $|f(z) - z| < |z - \omega|$ holds.
(b) Note that (A.3) implies $\Delta_{\alpha,\beta} \subset D_{f^{-1}}$ and $f^{-1}(\Delta_{\alpha,\beta}) \subset \Delta_{2\alpha,2\beta}$, where $D_{f^{-1}}$ denotes the domain of $f^{-1}$. So we have proved that $f^{-1}(z)$ tends to zero non tangentially when $z$ goes to zero non tangentially. Since $f^{-1}(z)/z = f^{-1}(z)/f(f^{-1}(z))$, and since $z/f(z)$ tends to 1 when $z$ goes to zero non tangentially, it implies that $f^{-1}(z)/z$ tends to 1 when $z$ goes to zero non tangentially.

Suppose that the result has been proved to rank $p$. Consider $f \in H$ with Taylor expansion

$$f(z) = \sum_{i=1}^{p+1} a_i z^i + o(z^{p+1})$$

without constant term and with leading coefficient $a_1 = 1$. Since, by Remark A.2, $\lim_{z \to 0} f^{-1}(z) = 0$, it suffices to prove that the derivative of $f^{-1}$ admits a Taylor expansion of order $p$ with constant term 1. This assertion will be proved by the formula $(f^{-1})' = 1/f' \circ f^{-1}$ and the following succession of arguments.

- By induction hypothesis, $f^{-1}$ admits a Taylor expansion of order $p$ without constant term and with leading term $z$.
- By Remark A.2, $f'$ admits a Taylor expansion of order $p$ with constant term 1.
- Since, as explained in the first step of the induction, $f^{-1}(z)$ goes to zero non tangentially when $z$ goes to zero non tangentially, we can compose both Taylor expansions, and we obtain a Taylor expansion of $f' \circ f^{-1}$ of order $p$, with constant term 1.
- It is obvious that if one composes on the left a function of $H$ which admits a Taylor expansion of order $p$ with constant term 1 by a function which admits a Taylor expansion of order $p$ in a neighborhood of 1, one obtains a function of $H$ which admits a Taylor expansion of order $p$. Therefore, $1/f' \circ f^{-1}$ admits a Taylor expansion of order $p$ with constant term 1.
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