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In this paper we consider the minimum time population transfer problem for the z
component of the spin of a �spin 1/2� particle, driven by a magnetic field, that is
constant along the z axis and controlled along the x axis, with bounded amplitude.
On the Bloch sphere �i.e., after a suitable Hopf projection�, this problem can be
attacked with techniques of optimal syntheses on two-dimensional �2-D� manifolds.
Let �−E ,E� be the two energy levels, and ���t� � �M the bound on the field
amplitude. For each couple of values E and M, we determine the time optimal
synthesis starting from the level −E, and we provide the explicit expression of the
time optimal trajectories, steering the state one to the state two, in terms of a
parameter that can be computed solving numerically a suitable equation. For
M /E�1, every time optimal trajectory is bang-bang and, in particular, the corre-
sponding control is periodic with frequency of the order of the resonance frequency
�R=2E. On the other side, for M /E�1, the time optimal trajectory steering the
state one to the state two is bang-bang with exactly one switching. For fixed E, we
also prove that for M→� the time needed to reach the state two tends to zero. In
the case M /E�1 there are time optimal trajectories containing a singular arc.
Finally, we compare these results with some known results of Khaneja, Brockett,
and Glaser and with those obtained by controlling the magnetic field both on the x
and y directions �or with one external field, but in the rotating wave approxima-
tion�. As a byproduct we prove that the qualitative shape of the time optimal
synthesis presents different patterns that cyclically alternate as M /E→0, giving a
partial proof of a conjecture formulated in a previous paper. © 2006 American
Institute of Physics.
�DOI: 10.1063/1.2203236�

. INTRODUCTION

. Preliminaries

The issue of designing an efficient transfer of population between different atomic or molecu-
ar levels is crucial in atomic and molecular physics �see, e.g., Refs. 1–4�. In the experiments,
xcitation and ionization are often induced by means of a sequence of laser pulses. The transfer
hould be as efficient as possible in order to minimize the effects of relaxation or decoherence that
re always present. In the recent past years, people started to approach the design of laser pulses
y using Geometric Control Techniques �see, for instance, Refs. 5–9�. Finite-dimensional closed
uantum systems are in fact left �or right� invariant control systems on SU�n�, or on the corre-
ponding Hilbert sphere S2n−1�Cn, where n is the number of atomic or molecular levels. For these
inds of systems very powerful techniques were developed, both for what concerns
ontrollability10–13 and optimal control.14–16
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The dynamics of an n-level quantum system is governed by the time dependent Schrödinger
quation �in a system of units such that �=1�,

iẋ�t� = �H0 + �
j=1

m

� j�t�Hj�x�t� , �1�

here x�·�, defined on �0,T�, is a function taking values on the state space that is SU�n� �if we
ormulate the problem for a time evolution operator� or the sphere S2n−1 �if we formulate the
roblem for the wave function�. The quantity H0 called the drift Hamiltonian is a Hermitian
atrix, that is natural to assume diagonalized, i.e., H0=diag�E1 , . . . ,En�, where E1 , . . . ,En are real

umbers representing the energy levels. With no loss of generality we can assume � j=1
n Ej =0. The

eal valued controls �1�.� , . . . ,�m�.�, represent the external pulsed field, while the matrices Hj

j=1, . . . ,m� are Hermitian matrices describing the coupling between the external fields and the
ystem. The time dependent Hamiltonian H�t�ªH0+� j=1

m � j�t�Hj is called the controlled Hamil-
onian.

The first problem that usually one would like to solve is the controllability problem, i.e.,
roving that for every couple of points in the state space one can find controls steering the system
rom one point to the other. For applications, the most interesting initial and final states are of
ourse the eigenstates of H0.

If x�SU�n�, thanks to the fact that the control system �1� is a left invariant control system on
he compact Lie group SU�n�, this occurs if and only if

Lie	iH0,iH1, . . . ,iHm
 = su�n� , �2�

see, for instance, Ref. 13�. If the problem is formulated for the wave function, i.e., x�S2n−1, one
an have controllability, with less restrictive conditions on the Lie algebra Lie	iH0 , iH1 , . . . , iHm
,
ee Ref. 17. The problem of finding easily verifiable conditions under which �2� is satisfied has
een deeply studied in the literature �see, for instance, Refs. 18 and 13�. Here we just recall that
he condition �2� is generic in the space of Hermitian matrices.

Once that controllability is proved, one would like to steer the system between two fixed
oints in the state space, in the most efficient way. Typical costs that are interesting to minimize
or applications are as follows.

• Energy transferred by the controls to the system. �0
T� j=1

m � j
2�t�dt,

• Time of transfer. In this case one can attack two different problems: one with bounded and
one with unbounded controls.

The problem of minimizing time with unbounded controls has been deeply investigated in
efs. 19 and 8. The problems of minimizing time or energy with bounded controls are very
ifficult in general, and one can hope to find a complete solution in low dimension only.

In Refs. 5 and 20–22 a special class of systems, for which the analysis can be pushed much
urther, was studied, namely systems such that the drift term H0 disappear in the interaction picture
by a unitary change of coordinates and a change of controls�. For these systems the controlled
amiltonian reads as

H�t� =�
E1 �1�1�t� 0 ¯ 0

�1�1
*�t� E2 �2�2�t� � 


0 �2�2
*�t� � � 0


 � � En−1 �n−1�n−1�t�
0 ¯ 0 �n−1�n−1

* �t� En

� . �3�

ere �*� denotes the complex conjugation involution. The controls �1 , . . . ,�n−1 are complex

they play the role of the real controls �1 , . . . ,�m in �1� with m=2�n−1�� and � j �0 �j
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1, . . . ,n−1� are real constants describing the couplings �intrinsic to the quantum system� that we
ave restricted to couple only levels j and j+1 by pairs.

For n=2 the dynamics �3� describes the evolution of the z component of the spin of a �spin
/2� particle driven by a magnetic field that is constant along the z axis and controlled both along
he x and y axes, while for n�2 it represents the first n levels of the spectrum of a molecule in the
otating wave approximation �see, for instance, Ref. 23�, and assuming that each external fields
ouples only close levels. The complete solution to the optimal control problem between eigen-
tates of H0=diag�E1 , . . . ,En� has been constructed for n=2 and n=3, for the minimum time
roblem with bounded controls �i.e., �� j � �Mj� and for the minimum energy problem

0
T� j=1

n−1 �� j�t��2 dt �with a fixed final time�.
Remark 1: For the simplest case n=2 �studied in Refs. 5 and 7�, the minimum time problem

ith bounded control and the minimum energy problem actually coincide. In this case the con-
rolled Hamiltonian is

H�t� = � − E ��t�
�*�t� E

�, ��� � M , �4�

nd the optimal trajectories, steering the system from the first to the second eigenstate of H0

diag�−E ,E�, correspond to controls in resonance with the energy gap 2E, and with maximal
mplitude, i.e., ��t�=Mei��2E�t+	�, where 	� �0,2
� is an arbitrary phase. The quantity �R=2E is
alled the resonance frequency. In this case, the time of transfer TC is proportional to the inverse
f the laser amplitude. More precisely �see, for instance, Ref. 5�, TC=
 / �2M�.

For n=3 the problem has been studied in Refs. 20 and 22, and it is much more complicated
in particular, when the coupling constants �1 and �2 are different�. In the case of minimum time
ith bounded controls, it requires some nontrivial technical tools of 2-D syntheses theory for
istributional systems that have been developed in Ref. 22.

For n�4 the problem is very hard and still unsolved, but in Ref. 21, it has been proved that
he optimal controls steering the system from any couple of eigenstates of H0 are in resonance,
.e., they oscillate with a frequency equal to the difference of energy between the levels that the
ontrol is coupling. More precisely,

� j = Aj�t�ei��Ej+1−Ej�t+	j�, j = 1, . . . ,n − 1, �5�

here Aj�.� are real functions describing the amplitude of the external fields and 	 j are arbitrary
hases. Actually, this result holds for more general systems, initial and final conditions, and costs
see Ref. 21�.

The problem of minimizing time with bounded controls or energy is even more difficult if it
s not possible to eliminate the drift H0. This occurs, for instance, in a system in the form �3� with
eal controls � j�t�=� j

*�t�, j=1, . . . ,n−1, as we are going to discuss now. �For more details on the
limination of the drift see Refs. 5, 20, and 21.�

. A spin 1/2 particle in a magnetic field

In this paper we attack the simplest quantum mechanical model interesting for applications for
hich it is not possible to eliminate the drift, namely a two-level quantum system driven by a real

ontrol. This system describes the evolution of the z-component of the spin of a �spin 1/2� particle
riven by a magnetic field, which is constant along the z axis and controlled along the x axis.
quivalently, it describes the first two levels of a molecule driven by an external field without the

otating wave approximation. The dynamics is governed by the time dependent Schrödinger equa-

ion �in a system of units such that �=1�:
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i
d��t�

dt
= H�t���t� , �6�

here ��.�= ��1�.� ,�2�.��T : �0,T�→C2, � j=1
2 �� j�t��2=1 �i.e., ��t� belongs to the sphere S3�C2�,

nd

H�t� = � − E ��t�
��t� E

� , �7�

here E�0 and the control ��.�, is assumed to be a real function. With the notation of formula
1�, the drift Hamiltonian is

H0 = �− E 0

0 E
� ,

hile

H1 = �0 1

1 0
� ,

nd the controllability condition �2� is satisfied.
Notice that for a spin 1/2 system, it is equivalent to treat the problem for the wave function or

or the time evolution operator since S3 is diffeomorphic to SU�2�. The aim is to induce a
ransition from the first eigenstate of H0 �i.e., ��1�2=1� to any other physical state. We recall that
wo states � ,���S3 are physically equivalent if they differ by a factor of phase. More precisely,
y the physical state we mean a point of the two dimensional sphere �called the Bloch sphere�
BªS3 /� where the equivalence relation � is defined as follows: ���� �where � ,���S3� if
nd only if �=exp�i����, for some �� �0,2
�. The projection from S3 to SB is called the Hopf
rojection, and it is given explicitly in the next section. A particularly interesting transition is of
ourse from the first to the second eigenstates of H0 �i.e., from ��1�2=1 to ��2�2=1�.

Due to the presence of the drift, in this case the minimum time problem with bounded control
nd the minimum energy problem are different. In Ref. 7 the authors studied the minimum energy
roblem �in that case, optimal solutions can be expressed in terms of elliptic functions�, while here
e minimize the time of transfer, with a bounded field amplitude:

���t�� � M, for every t � �0,T� , �8�

here T is the time of the transition and M �0 represents the maximum amplitude available. This
roblem requires completely different techniques with respect to those used in Ref. 7.

Thanks to the reduction to a two dimensional problem �on the Bloch sphere�, this problem can
e attacked with the techniques of optimal syntheses on 2-D manifolds developed by Sussmann,
ressan, Piccoli, and the first author; see, for instance, Refs. 24–27 and recently rewritten in Ref.
5. We make a brief recall of these techniques in Appendix A.

. The control problem on the Bloch sphere SB

An explicit Hopf projection from S3 to SB is given by


:��1

�2
� � S3 � C2 � y = �y1

y2

y3
� = �− 2 Re��1

*�2�
2 Im��1

*�2�
��1�2 − ��2�2

� � SB � R3. �9�

otice that 
 maps the first eigenstate of H0 �i.e., ��1�2=1� to the North Pole PNª �0,0 ,1�T of SB,
nd the second eigenstate �i.e., ��2�2=1� to the South Pole PSª �0,0 ,−1�T.

After setting u�t�=��t� /M, the Schrödinger equation �6�, �7� projects to the following single

nput affine system �clarified below, after normalizations�,
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ẏ = FS�y� + uGS�y�, �u� � 1, �10�

here

y � SB ª ��y1,y2,y3� � R3, �
j=1

3

yj
2 = 1� , �11�

FS�y� ª k cos����− y2

y1

0
�, GS�y� ª k sin���� 0

− y3

y2
� , �12�

� ª arctan�M

E
� � � 0,
/2�, k ª 2E/cos��� = 2�M2 + E2. �13�

Remark 2 �normalizations�: In the following, to simplify the notations, we normalize k=1.
his normalization corresponds to a reparametrization of the time. More precisely, if T is the
inimum time to steer the state ỹ to the state ȳ for the system with k=1, the corresponding
inimum time for the original system is T / �2�M2+E2�. Sometimes we need also the original

ystem �6�, �7� on S3, with the normalization made in this remark, i.e., the system

i
d��t�

dt
= H̃�t���t�, where H̃�t� =

1

2
sin ��− cot � u�t�

u�t� cot �
� . �14�

e come back to the original value of k only in Sec. III C, where we compare our results with
hose of other authors.

We refer to Fig. 1. The vector fields FS�y� and GS�y� �that play the role, respectively, of H0

nd H1� describe rotations, respectively, around the axes y3 and y1. Let us define the vector fields
orresponding to constant control ±1,

XS
±�y� ª FS�y� ± GS�y� . �15�

he parameter �� �0,
 /2� �that is the only parameter of the problem� is the angle between the
xes of rotations of FS and XS

+. The case ��
 /4 �resp., ��
 /4� corresponds to M �E �resp.,
M �E�.

Definition 1: An admissible control u�.� for the system �10�–�13� is a measurable function

FIG. 1. �Color online� The Bloch sphere.
�.� : �a ,b�→ �−1,1�, while an admissible trajectory is a Lipschitz functions y�.� : �a ,b�→SB sat-
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sfying �10�, a.e., for some admissible control u�.�. If y�.� is an admissible trajectory and u�.� the
orresponding control, we say that �y�.� ,u�.�� is an admissible pair.

For every ȳ�SB, our minimization problem is then to find the admissible pair steering the
orth Pole to ȳ in minimum time. More precisely, we have the following.

Problem �P�: Consider the control system �10�–�13�. For every ȳ�SB, find an admissible pair
y�.� ,u�.�� defined on �0,T� such that y�0�= PN, y�T�= ȳ, and y�.� is time optimal.

For us an optimal synthesis is the collection of all the solutions to the problem �P�. More
recisely we have the following.

Definition 2 �optimal synthesis�: An optimal synthesis for the problem �P� is the collection of
ll time optimal trajectories �= 	yȳ�.� : �0,bȳ��SB, ȳ�SB:yȳ�0�= PN , yȳ�bȳ�= ȳ
.

For more elaborated definitions of optimal synthesis see Refs. 15 and 28 and references
herein.

Definition 3 [bang, singular for the problem (10)–(13)]: A control u�.� : �a ,b�→ �−1,1� is said
o be a bang control if u�t�= +1, a.e., in �a ,b� or u�t�=−1, a.e., in �a ,b�. A control u�.� : �a ,b�

�−1,1� is said to be a singular control if u�t�=0, a.e., in �a ,b�. A finite concatenation of bang
ontrols is called a bang-bang control. A switching time of u�.� is a time t̄� �a ,b� such that, for
very ��0, u is not bang or singular on �t̄−� , t̄+��� �a ,b�. A trajectory of the control system
A4) is said a bang trajectory (or arc), singular trajectory (or arc), bang-bang trajectory, if it
orresponds, respectively, to a bang control, singular control, bang-bang control. If t̄ is a switch-
ng time, the corresponding point on the trajectory y�t̄� is called a switching point.

Remark 3: The definitions of singular trajectory and control, given above are very specific to
ur problem �10�–�13�. For the definition of singular trajectories for more general systems see
efinition 8, Appendix A.1.

In Ref. 29 it was proved that, for the same problem �10�–�13�, but in which y�RP2, for every
ouple of points there exists a time optimal trajectory joining them. Moreover it was proved that
very time optimal trajectory is a finite concatenation of bang and singular trajectories. Repeating
xactly the same arguments and recalling that S2 is a double covering of RP2, one easily gets the
ame result on SB. More precisely we have the following.

Proposition 1: For the problem �10�–�13�, for each pair of points p and q belonging to SB,
here exists a time optimal trajectory joining p to q. Moreover, every time the optimal trajectory
or the problem �10�–�13� is a finite concatenation of bang and singular trajectories.

Notice that the previous proposition does not apply if �=0 or �=
 /2, since in these cases the
ontrollability property is lost.

. Purpose of the paper

Our aim is to study problem �P� for every possible value of the parameter �, giving a
articular relief to the case in which ȳ= PS �i.e., to the optimal trajectory steering the North to the
outh Pole�.

We will not be able to give a complete solution to the problem �P�, without the help of
umerical simulations. However, thanks to the theory developed in Ref. 15 we give a satisfactory
escription of the optimal trajectories. In the following we describe the main results and the
tructure of the paper.

For ��
 /4, every time optimal trajectory is bang-bang and, in particular, the corresponding
ontrol is periodic, in the sense that for every fixed optimal trajectory the time between two
onsecutive switchings is constant. Moreover, it tends to 
 as � goes to 0. For the original
on-normalized problem this means that for M /E�1, the optimal control oscillates with fre-
uency of the order of the resonance frequency �R=2E. In this case it is possible to give a
atisfactory description of the optimal synthesis, excluding a neighborhood of the South Pole, in
hich we are able to find the optimal synthesis only numerically �such results were already given

n Ref. 29, as we see later�.
On the other side, if ��
 /4 the computation of the optimal trajectories is simpler since the
umber of switchings needed to cover the whole sphere is small �less than or equal than 2�. In this
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ase, for � big enough, we are also able to give the exact value of the time needed to cover the
hole sphere. However, there is a new difficulty, namely, the presence of singular arcs. Moreover,

he qualitative shape of the optimal synthesis is rather different if � is close to 
 /4 or to 
 /2. A
elevant fact is that this synthesis contains a singularity �the so called �S ,K�3� that is predicted by
he general theory �see Ref. 15, pp. 61 and 82�, and was never observed out from ad hoc examples.

The problem of finding explicitly the optimal trajectories from the North Pole PN to the South
ole PS, can be easily solved in the case ��
 /4 as a consequence of the construction of the time
ptimal synthesis. �Coming back to the original non-normalized problem, we also prove that at
xed E, for M→�, the time of transfer from PN to PS tends to zero.�

For ��
 /4 the problem is more complicated. However, we are able to prove that if u�t� is an
ptimal control steering the North Pole PN to the South Pole PS in time T, then u�T− t� is as well
see Lemma 4 in Appendix B�. Thanks to this fact, we can prove that the optimal trajectories
teering the North to the South Pole belong to a set �, containing, at most eight trajectories �half
tarting with control +1 and half starting with control −1, and switching exactly at the same
imes�. These trajectories are determined in terms of a parameter �the first switching time� that can
e easily computed numerically solving suitable equations. Once these trajectories are identified,
ne can check by hands which are the optimal ones.

The analysis can be pushed much forward. We also prove that the cardinality of � depends on
he so called normalized remainder,

R ª




2�
− � 


2�
� � �0,1� , �16�

here �.� denotes the integer part. In particular, for � small, we prove that if R is close to zero then
contains exactly eight trajectories �and, in particular, there are four optimal trajectories�, while

f R is close to 1 then � contains only four trajectories �two of them are optimal�. The precise
escription of these facts is contained in Proposition 6, Sec. III B. As a consequence, the qualita-
ive shape of the time optimal synthesis presents different patterns, that cyclically alternate, in the
oncontrollability limit �→0, giving a partial proof of a conjecture formulated in a previous paper
Ref. 29�, that was supported by numerical simulations; see Remark 11. This is probably the most
nteresting byproduct of this paper.

Finally, we compare these results with some known results of Khaneja, Brockett, and Glaser
nd with those obtained by controlling the magnetic field both on the x and y directions.

The structure of the paper is as follows. In Sec. II we briefly resume the results of paper29 that
re connected to our problem and the conjectures formulated therein. The main results of the paper
re described in Sec. III, while the proofs are postponed to Appendix B. In Appendix A we recall
he main tools of the theory of optimal synthesis. In Appendix C we determine the last point
eached by trajectories starting at PN and the time needed to cover the whole sphere.

I. HISTORY OF THE PROBLEM AND KNOWN FACTS

The problem �P� �although with different purposes� was already partially studied in Ref. 29,
n the case ��
 /4. In that paper the aim was to give an estimate on the maximum number of
witchings for time optimal trajectories on SO�3� �this problem was first studied by Agrachev and
amkrelidze in Ref. 30, using index theory�.

In Ref. 29 it has been proved that, for the problem �P� in the case ��
 /4, every optimal
rajectory is bang-bang. More precisely, it was proved that in the case ��
 /4, if y�.� is a time
ptimal trajectory starting at the North Pole, then it should satisfy the following properties.

�i� y�.� is bang bang.
�ii� The duration si of the first bang arc satisfies si� �0,
�.
�iii� The time duration between two consecutive switchings is the same for all interior bang

arcs �i.e., excluding the first and the last bang�, and it is the following function of si

defined in the interval �0,
�,
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v�si� = 
 + 2 arctan� sin�si�
cos�si� + cot2���� . �17�

One can immediately check that this function satisfies v�0�=v�
�=
 and v�si��
 for
every si� �0,
�,

�iv� The time duration of the last arc is sf � �0,v�si��.

Properties �i�–�iv� are illustrated in Fig. 2. Moreover, thanks to the analysis given in Ref. 29,
one easily gets �always in the case ��
 /4�.

�v� The number of switchings Ny of y�.� satisfies the following inequality:

Ny � NM ª � 


2�
� + 1. �18�

Conditions �i�–�v� define a set of candidate optimal trajectories. Notice that conditions
�i�–�v� are just necessary conditions for optimality and one is faced with the problem of
selecting, among them, those that are really optimal. In particular, given a trajectory
satisfying conditions �i�–�v�, one would like to find the time after which it is no more
optimal. In the following we say that at this time the trajectory loses optimality.

The way in which these candidate optimal trajectories cover the whole sphere is shown in the
op of Fig. 3.

Consider the following curves, made by points where the control switches from +1 to −1 or
ice versa, called switching curves, defined by induction,

C1
��s� = eXS

�v�s�eXS
−�sPN, Ck

��s� = eXS
�v�s�Ck−1

−� �s� �where � = ± 1 and k = 2, . . . ,NM − 1� .

�19�

ee the top of Fig. 3.
Even if the analysis made in Ref. 29 was sufficient for the purpose of giving a bound on the

aximum number of switchings for time optimal trajectories on SO�3�, some questions remained
nsolved, in particular, questions about local optimality of the switching curves. Roughly speak-
ng, we say that a switching curve is locally optimal if it never “reflects” the trajectories �see Fig.
�A��. �More precisely, consider a smooth switching curve C between two smooth vector field Y1

nd Y2 on a smooth two-dimensional manifold. Let C�s� be a smooth parametrization of C. We say

hat C is locally optimal if, for every s�Dom�C�, we have Ċ�s���1Y1(C�s�)+�2Y2(C�s�), for
very �1 ,�2 s.t. �1�2�0. The points of a switching curve on which this relation is not satisfied
re usually called “conjugate points.” See Fig. 4. The terminology “conjugate points” and “cut
ocus” comes from Riemannian Geometry.� When a family of trajectories is reflected by a switch-
ng curve, then local optimality is lost and some cut locus appear in the optimal synthesis.

Definition 4: A cut locus for the problem �P� is a set of points reached at the same time by two
or more� optimal trajectories. A subset of a cut locus that is a connected C1 manifold is called the

FIG. 2. �Color online� Time optimal trajectories for ��
 /4.
verlap curve.
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An example showing how a “reflection” on a switching curves generate a cut locus is por-
rayed in Figs. 4�B� and 4�C�. More details are given later. In Ref. 29, the following questions
emain unsolved.

Question 1: Are the switching curves Ck
�, k=1, . . . ,NM −1, locally optimal? More precisely,

ne would like to understand how the candidate optimal trajectories previously described are
oing to lose optimality.

Question 2: What is the shape of the optimal synthesis in a neighborhood of the South Pole?
Numerical simulations suggested some conjectures regarding the previous questions. More

recisely, we have the following

C1: Define klast= ��
−�� /2��−1. Then the curves Ck
��s�, �k=1, . . . ,NM −1� are locally opti-

IG. 3. �Color online� Synthesis on the sphere for ��
 /4 and a conjectured shape in a neighborhood of the South Pole.
mal if and only if k�klast. Notice that klast� 	NM −3,NM −2
.
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Analyzing the evolution of the minimum time wave front in a neighborhood of the South
Pole, it is reasonable to conjecture the following.

C2: The shape of the optimal synthesis in a neighborhood of the South Pole depends on the so
called remainder rª
−2��
 /2��. �Notice that r=2�R, where R has been defined in
formula �16�. In conjecture C2, we use the remainder r to keep the same notation of Ref.
29.� Notice that r belongs to the interval �0,2��. More precisely, we conjecture that for
�� �0,
 /4�, there exist two positive numbers �1 and �2 such that 0��1����2

�2� and the following:

CASE A: r� ��2 ,2��. The switching curve CNM−1
� glues to an overlap curve that passes

through the origin �Fig. 3, Case A�.

CASE B: r� ��1 ,�2�. The switching curve CNM−1
� is not reached by optimal trajectories in the

interval �0,
�. At the point CNM−1
� �0� an overlap curve starts and passes through the origin.

CASE C: r� �0,�1�. The situation is more complicated and it is depicted in the bottom of
Fig. 3, Case C.

For r=0, the situation is the same as in CASE A, but for the switching curve starting at
CNM−2

� �0�.

II. MAIN RESULTS

We give here a brief description of the main results of the paper. The corresponding proofs are
iven in Appendix B. From now on we use the following conventions.

Remark 4 �notation�: Recall Definition 3. The letter B refers to a bang trajectory and the letter
refers to a singular trajectory. A concatenation of bang and singular trajectories is labeled by the

orresponding letter sequence, written in order from left to right. Sometimes, we use a subscript to
ndicate the time duration of a trajectory so that we use Bt to refer to a bang trajectory defined on
n interval of length t and, similarly, St for a singular trajectory defined on an interval of length t.
oreover, we indicate by �+ �resp., �−� the trajectory of �10�–�13� starting at the North Pole at

ime zero and corresponding to control u�1 �resp., u�−1�. Notice that �± are defined for every
ime, and are periodic. Finally, we use the following subsets of SB: the circle of equation y3=0
alled the equator, the set y3�0, called northern hemisphere and the set y3�0, called southern
emisphere.

IG. 4. �Color online� Locally optimal switching curves and nonlocally optimal switching curves with the corresponding
ynthesis.
From Sec. II, recall the definitions of switching curves, cut loci, and overlap curves.
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. Optimal synthesis for ��� /4

In this section we describe the time optimal synthesis for ��
 /4. We divide SB in 8 open
egions called �1

± , . . . ,�3
±, �nasty

± and in 16 arcs �see Definition 5, and Fig. 5�. For every point ȳ
SB\ ��nasty

+ ��nasty
− �, Theorem 1 gives the optimal trajectories reaching ȳ.

Unlike the ��
 /4 case, here it is possible to detect the presence of singular trajectories that
re optimal, and also of cut loci �even not only in a neighborhood of the South Pole�.

The region �nasty
+ �and similarly �nasty

− � is more difficult to analyze. It contains a cut locus that
hould be determined numerically. Even if we are not able to provide an analytic characterization
f this locus, we are able to prove the following.

�i� �=arcsin�1/�4 2� is a bifurcation point for the optimal synthesis, i.e., the qualitative
shape is different if �� �
 /4 ,arcsin�1/�4 2�� �called Case 1� or �

� �arcsin�1/�4 2� ,
 /2� �called Case 2�. More precisely, from the point D+
ª�+�
�, in

Case 1 it starts an optimal switching curve, while in Case 2 it starts an overlap curve
�see Proposition 3�. The situation in �nasty

− is symmetric.
�ii� The South Pole belongs to the cut locus and it is reached exactly by four optimal

trajectories �see Proposition 2�.

Numerical computations show that in Case 2 the cut locus in �nasty
+ is an overlap curve

onnecting D+ with the South Pole, while in Case 1, the switching curve starting from D+ loses
ocal optimality at a point of �nasty

+ and connects to an overlap curve that reaches the South Pole
see Fig. 6�. Remark 9 explains that in Case 2 it is not necessary to compute the cut locus lying

FIG. 5. �Color online� Definition 5.
FIG. 6. �Color online� Optimal synthesis for �=
 /3 and � slightly larger than 
 /4.
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n �nasty
+ to get the expression of the optimal trajectory connecting PN to a point of �nasty

+ . The
ituation in �nasty

− is symmetric.
Let us start with the description of the optimal synthesis in SB\ ��nasty

+ ��nasty
− �. Even if

efinition 5 and Theorem 1 look complicated, the shape of the optimal synthesis is quite simple,
s it is shown in Fig. 6.

Definition 5: According to Fig. 5, let us define the following curves on SB.

• Let t1 be the first time at which �+ intersects the equator and let A+
ª�+�t1� �notice that

t1=
−arccos(cot2���)�. Define PNA+=Supp��+��0,t1��.
• Let �− be the trajectory corresponding to control −1, starting at time zero from A+. Let t2

be the first positive time at which �− intersects the equator �notice that t2
=2 arccos(cot2���)�. Define B+

ª�−�t2� and AB+=Supp��−��0,t2��.
• Let O+= �1,0 ,0�. Define AO+ �resp., OB+� as the support of the trajectory corresponding

to control zero, starting at A+ �resp., O+� and ending at O+ �resp., B+�.
• Recall that D+=�+�
�, and define AD+=Supp��+��t1,
��, DB+=Supp��+��
,t3��, where t3 is

the second intersection time of �+ with the equator �notice that t3=
+arccos(cot2���)
= t1+ t2�.

• Let BPS
+ the support of the trajectory corresponding to control −1, starting at B+ and

ending at the South Pole.
• Let DPS

+ the connected subset of the meridian y2=0, lying in the southern hemisphere and
connecting the point D+ to the South Pole.

imilarly, define A−, B−, O−, D−, PNA−, AB−, AO−, OB−, AD−, DB−, BPS
−, DPS

−.
According to Fig. 5, define �1

± , . . . ,�4
± ,�nasty

± as the open connected components of the open
et obtained subtracting from SB all the arcs previously defined.

The following theorem holds for every �� �
 /4 ,
 /2�. For the particular value �=
 /4, the
laims of the theorem must be modified. Such changes are reported in Remark 5.

Theorem 1: Let �ȳ be the set of time optimal trajectories steering the North Pole to ȳ. We
ave the following:

T1. If ȳ� PNA+, then �ȳ is made by a unique trajectory corresponding to control +1 of the
form Bt, with t� t1.

T2. If ȳ�AB+ \B+, then �ȳ is made by a unique trajectory of the form Bt1
Bt �with the first bang

corresponding to control +1�.
T3. If ȳ�AO+, then �ȳ is made by a unique trajectory of the form Bt1

Ss �with the first bang
corresponding to control +1�.

T4. If ȳ�OB+ \O+, then �ȳ is made by two trajectories of the form Bt1
SsBt, both starting with

control +1 and ending, respectively, with control +1 and −1. These two trajectories have
the same values of s�0 and t�0.

T5. If ȳ�AD+, then �ȳ is made by a unique trajectory corresponding to control +1 of the form
Bt, with t� �t1 ,
�.

T6. If ȳ�DB+ \B+, then �ȳ is made by a unique trajectory corresponding to control +1 of the
form Bt, with t� �
 , t3�.

T7. If ȳ�BPS
+ then �ȳ is made by two trajectories, respectively, of the form Bt1

Bt and Bt3
Bt−t2

and starting with control +1.
T8. If ȳ��1

+� �DPS
− \ PS�, then �ȳ is made by a unique trajectory of the form BtBt�, with 0

� t� t1 and the first bang corresponding to control +1.
T9. If ȳ��2

+, then �ȳ is made by a unique trajectory of the form Bt1
SsBt, with s�0, the first

bang arc and the last bang arc corresponding respectively to control +1 and −1.
T10. If ȳ��3

+, then �ȳ is made by a unique trajectory of the form Bt1
SsBt, with s�0 and both

bang arcs corresponding to control +1.
T11. If ȳ= PS then �ȳ is made by the four trajectories of the form Bt1

Bt3
and Bt3

Bt1
.

T12. If ȳ��nasty
+ then every trajectory of �ȳ is bang-bang with, at most, two switchings.

¯
If y belongs to one of the remaining sets defined previously, the description of the optimal
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trategy is analogous, by symmetry.
Remark 5: In the case �=
 /4, some changes in the previous statement are required. In

articular, the points A+, B+, O+, and D+ coincide �also the points A−, B−, O−, and D− coincide�
nd, consequently, there are no optimal trajectories containing singular arcs. Another immediate
onsequence of this fact is that there are only two optimal trajectories reaching the South Pole, of
he form B
B
.

Remark 6: Notice that every point of OB+ \O+, OB− \O−, BPS
+, BPS

− is reached by more than
ne optimal trajectory, i.e., it belongs to the cut locus. Other points of the cut locus can be
dentified numerically in �nasty

+ and �nasty
− , as explained in the next section.

Remark 7: In Theorem 1 we do not specify all the durations of the bang arcs. However, the
issing ones can be obtained simply by following the switching strategy backward.

Remark 8: Note that the region reached by optimal trajectories containing a singular arc

2
±��3

±�AO±�OB± become bigger and bigger as � tends to 
 /2. Moreover, in this limit, since
he modulus of the drift FS becomes smaller and smaller, the time needed to cover such a region
ends to infinity. Notice, however, that the time needed to reach PS is always 2
. The time needed
o reach every point of the sphere for � big enough, and the last point reached by an optimal
rajectory containing a singular arc, can be computed explicitly. This is done in Appendix C.

Since the case ȳ= PS is important also for the determination of the cut locus in �nasty
+ ��nasty

− ,
t is reported in the next section as a separate proposition �see Proposition 2�.

. The time optimal synthesis in �nasty
± and optimal trajectories reaching PS for ��� /4

From the next proposition, T11 of Theorem 1 follows. More precisely, Proposition 2 shows
hat in the case ��
 /4, there are exactly four optimal trajectories steering PN to PS, and it
haracterizes them. As a consequence, the South Pole belongs to the cut locus.

Proposition 2: Consider the control system �10�–�13�, and assume ��
 /4. Then the optimal
rajectories steering the North Pole to the South Pole are bang-bang with only one switching.

ore precisely, they are the four trajectories corresponding to the four controls:

u�1� = �u = 1, t � �0,t1� ,

�u = − 1, t � ��t1,T� ,
u�2� = �1, t � �0,t3� ,

� − 1, t � ��t3,T� ,

u�3� = �− 1, t � �0,t1� ,

�1, t � ��t1,T� ,
u�4� = �− 1, t � �0,t3� ,

�1, t � ��t3,T� ,

here t1 and t3 are defined in Definition 5, and T=2
.
One can easily check that the switchings described in Proposition 2 occur on the equator

y3=0�.
The following proposition describes the optimal synthesis in �nasty

± , in a neighborhood of the
oints D± and the bifurcation occurring at �=arcsin�1/�4 2�.

Proposition 3: Let ��
 /4. In a neighborhood of the point D+ in �nasty
+ , there exists a

witching curve starting at D+ of the form ev�s�XS
+
esXS

−
PN. If ��
 /4, this curve is tangent to the

quator at D+. Moreover, if ��arcsin�1/�4 2� �called Case 1�, then the switching curve is optimal
ear D+, while if ��arcsin�1/�4 2� �called Case 2� then the switching curve is not locally optimal
ear D+ and an overlap curve starts at the point D+. A symmetric result holds in a neighborhood
f D− in �nasty

− .
The region �nasty

+ contains a cut locus that should be determined numerically. In Case 2,
umerical simulations show that the switching curve starting at D+ is never optimal, i.e., every
oint of �nasty

+ is reached by an optimal trajectory of the form etX+esX−PN, with s� �0, t1� or an
ptimal trajectory of the form etX−esX+PN, with s� �
 , t3�.

Remark 9: Notice, however, that, in Case 2, given a point ȳ��nasty
+ , to find the time optimal

¯
rajectory reaching y, it is not necessary to compute the cut locus. Indeed it is sufficient to compare
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he final times, corresponding to the two switching strategies given previously, and to chose the
uickest one. The situation in �nasty

− is symmetric.
In Case 1, the situation is more complicated. The switching curve described by Proposition 3

as the expression C1
+�s�=eXS

+v�s�eXS
−sPN, s� �0, t1� where the function v�.� is given by the same

ormula of the ��
 /4 case, i.e. v�s�=
+2 arctan��sin s� / �cos s+cot2 ���. �To verify such a
ormula, it is enough to repeat the computations done in Ref. 29.� As described by Proposition 3,
his switching curve is optimal near D+ and numerical simulations show that there exists s̄

�0, t1� such that there is an optimal trajectory switching on C1
+�s� if and only if s� �0, s̄�, and an

verlap curve connecting C1
+�s̄� to the South Pole appears. The optimal synthesis for Case 1 and

ase 2 is depicted in Fig. 6.

. Optimal trajectories reaching the South Pole for �<� /4

In this section we characterize the time optimal trajectories reaching the South Pole, in the
ase ��
 /4. This characterization is more complicated with respect to the case ��
 /4, due to
he fact that the optimal trajectories have many switchings. The time optimal synthesis for �


 /4 was already �partially� studied in Ref. 29, and it has been described in Sec. II.
From conditions �i�–�iv� in Sec. II, we know that every optimal trajectory starting at the North

ole has the form Bsi
Bv�si�

¯Bv�si�
Bsf

, where the function v�si� is given by formula �17�. �In the
ollowing we do not specify if the first bang corresponds to control +1 or −1, since, as a conse-
uence of the symmetries of the problem, if u�t� is an optimal control steering the North Pole to
he South Pole, −u�t� steers the North Pole to the South Pole as well.� It remains to identify one
r more values of si ,sf and the corresponding number of switchings n for this trajectory to reach
he South Pole.

Notice that t̄=arccos(−tan2���) is the maximum of the function v�.� on the interval �0,
�, v�.�
s increasing on �0, t̄� and decreasing on �t̄ ,
� and v�0�=v�
�=
. Then, given s� �0,
� such that
� t̄, there is a unique solution s*�s�� �0,
�, s*�s��s, to the equation v�s*�=v�s�. The function
*�.� is extended to the whole interval �0,
�, setting s*�t̄�= t̄ �see Fig. 7�A��. Thanks to the
ymmetries of the problem, we prove that if ��
 /4, sf is equal either to si or to s*�si�. This fact
s described by Lemma 4 stated and proved in Appendix B.

The following two propositions describe how to identify candidate triples �si ,sf ,n� for which
he corresponding trajectory steers the North Pole to the South Pole in minimum time. From now
n, all along the paper, we say that a bang-bang trajectory, solution of the system �10�–�13�, is a
andidate optimal trajectory if it is an extremal trajectory for problem �P� reaching the South Pole
nd it has a number n of switchings satisfying n�NM �defined in Formula �18��. From Lemma 4,
here are two kinds of candidate optimal trajectories:

• sf =s*�si�, called TYPE-1-candidate optimal trajectories
• sf =si called TYPE-2-candidate optimal trajectories

efine the following functions, whose geometric meaning is clarified in Appendix B.2:

��s� = 2 arccos�sin2�v�s��cos�2�� − cos2�v�s��� , �20�

FIG. 7. Graph of v�.� when �=
 /6 �A�. Graph of the functions F and G when �=0.13 �B� and �C�.
2 2
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��s� = 2 arccos�sin���cos���„1 − cos�s�…� . �21�

Proposition 4 (TYPE-1-trajectories): Fixed ��
 /4, the equation for the couple �s ,n�
�0,
��N:

F�s� ª
2


��s�
= n , �22�

Proposition 5 (TYPE-2-trajectories): Fixed ��
 /4, the equation for the couple �s ,n�
�0,
��N:

G�s� ª
2��s�
��s�

+ 1 = n , �23�

In Figs. 7�B� and 7�C�, the graphs of the functions �22� and �23� are drawn for a particular
alue of �, namely �=0.13. Propositions 4 and 5 select a set of �possibly coinciding� four or eight
andidate optimal trajectories �half of them starting with control +1 and the other half with control
1� corresponding to triples �si ,sf ,n�. Such triples can be easily computed numerically solving
qs. �22� and �23�. Then the optimal trajectories can be selected by comparing the times needed to

each the South Pole for each of the candidate optimal trajectory. Notice that there are at least two
ptimal trajectories steering the North to the South Pole �one starting with control +1 and the other
ith control −1�.

m ª � 


2�
�, and the normalized remainder R ª




2�
− � 


2�
� � �0,1�.

here �.� denotes the integer part. The following proposition determines precisely the time optimal
rajectories for particular values of the parameter R:

Proposition 6: For m large enough, there exist r1�m��r2�m�� �0,1� such that the following
ccurs

A. If R� �0,r1�m��, then Eq. �22� admits exactly two solutions that are both optimal, while
TYPE-2 candidate optimal trajectories are not.

B. If R� �r1�m� ,r2�m��, then Eq. �22� admits two solutions that are not optimal.
C. If R� �r2�m� ,1� then Eq. �22� does not admit any solution. Moreover, r2�m�→0 for

m→�.

Remark 10: The function r2�m� can be determined explicitly �see Appendix B2.1�, while for

1�m� we are just able to prove the existence, and we conjecture that it can be taken equal to r2�m�.
Remark 11: An important consequence of Proposition 6 is that for � small, the number of
ptimal trajectories reaching the South Pole is not fixed with respect to �. Indeed, such a number
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lternates as �→0, according to Proposition 6: in particular, it is equal to 4 if R� �0,r1�m�� and
t is equal to 2 if R� �r2�m� ,1��	0
. This is enough to conclude that also the qualitative shape of
he optimal synthesis in a neighborhood of the South Pole alternates, giving a partial proof to
onjecture C2 of Sec. II �originally stated in Ref. 29�. In particular, it is a proof of the first
ssertion �on the dependence of the synthesis on the remainder r=2�R�. Moreover, notice that the
esults of Proposition 6 perfectly fit with all the other statements of conjecture C2, with r2�m�
laying the role of �1 / �2��. One can apply the definition of locally equivalent syntheses given in
ef. 15 �see Definition 32, p. 59�, to make rigorous the statement that the qualitative shape of the
ptimal synthesis changes with �.

Using the previous analysis one can easily show the following result �of which we skip the
roof�.

Proposition 7: If N is the number of switchings of an optimal trajectory joining the North to
he South Pole, then




2�
− 1 � N �




2�
+ 1.

Using these inequalities and the fact that, for ��
 /6, the function 2s+ �
 /2�−1�v�s� is
ncreasing on �0,
�, one can give a rough estimate of the time needed to reach the South Pole:

Proposition 8: The total time T of an optimal trajectory joining the North to the South Pole
atisfies the inequalities:


2

2�
− 2
 � T �


2

2�
+ 
 .

. Comparison with results in the rotating wave approximation and with Ref. 8

In this section we come back to the original value of k, i.e., k=2E / cos���=2�M2+E2, and we
ompare the time necessary to steer the state one to the state two for our model and the model �4�,
escribed in Remark 1, in which we control the magnetic field both along the x and y directions,
r we consider a two-level molecule in the rotating wave approximation. We recall that −E ,E are
he energy levels and M is the bound on the control. For our model, the time of transfer T satisfies
he following:

• for ��
 /4 �i.e., for M �E� then T=2
 /k=
 /�M2+E2;
• for ��
 /4 �i.e., for M �E� then T is estimated by 1/k�
2 /2�−2
��T�

1
k �
2 /2�+
�.

n the other hand, for the model �4�, the time of transfer is TC=
 / �2M� �cf. Remark 1�.

IG. 8. �Color online� �A� Estimate of the minimum time to reach the state two and comparison with the time needed with
wo controls or in the rotating wave approximation �B� A comparison between the optimal strategy for our system and in
he rotating wave approximation.
Fixed E=1, in Fig. 8�A� the times T and TC as function of M are compared. Notice that
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lthough TC is bigger than the lower estimate of T in some interval, we always have TC�T. This
s due to the fact that the admissible velocities of our model are a subset of the admissible
elocities of the model �4�.

Notice that, fixed E=1, for M→0 we have T�
2 / �4M�= �
 /2�TC, while for M→�, we have
�
 /M =2TC.

Remark 12: For M�E �i.e., for � small� the difference between two switching times is
�s� /k�
 / �2E�. It follows that a time optimal trajectory connecting the North to the South Pole
in the interval between the first and the last bang� is periodic with period P�
 /E, i.e., with a
requency of the order of the resonance frequency �R=2E �see Fig. 8�B��. On the other side, if

M �E, then the time optimal trajectory connecting the North with the South Pole is the concat-
nation of two pulses. Notice that if M�E, the time of transfer is of the order of 
 /M and
herefore tends to zero as M→�. It is interesting to compare this result with a result of Khaneja,
rockett, and Glaser, for a two level system, but with no bound on controls �see Ref. 8�. They
stimate the infimum time to reach every point of the whole group SU�2� in 
 /E. On the other
ide, in Appendix C it is proved that the time needed to cover the whole sphere SB=SU�2� /S1 goes
o 
 / �4E� as M goes to infinity �however, this does not contradict the fact that the state two can
e reached in an arbitrary small time, as we previously discussed�.

Notice that our optimal control has the same “qualitative form” of the control computed in
ef. 8, i.e., a pulse �bang� followed by an evolution with the drift �singular� followed by a pulse

bang�.

. Some possible extensions

It is very easy to see that if 	uȳ
ȳ�SB
is the collection of all time optimal controls steering the

orth Pole to all the points of SB, then the same set is also the collection of all time optimal
ontrols starting from the South Pole.

Notice that nothing is changing if the controlled magnetic field is in any direction in the x-y
lane. If this is not the case, the problem is different. However, the same techniques of this paper
ould be used to deal with this case, but the solution is probably more complicated.

Another interesting problem could be the variant of �P� in which one considers a different
nitial condition. In this case, generically, one loses the local controllability property �i.e., for small
ime, the trajectories do not cover a neighborhood of the starting point�, but the structure of
xtremal trajectories �i.e., trajectories satisfying the Pontryagin Maximum Principle; cf. Appendix
� is very similar.

PPENDIX A: AN OVERVIEW ON OPTIMAL SYNTHESIS ON 2-D MANIFOLDS

In this section we briefly recall the theory of optimal syntheses on 2-D manifolds for a system
f the kind ẏ=F�y�+uG�y�, �u � �1, developed by Sussmann, Bressan, Piccoli, and the first author
n Refs. 24–27 and recently rewritten in15. This appendix is written to be as much self-consistent
s possible.

For every coordinate chart on the manifold it is possible to introduce the following three
unctions:

�A�y� ª Det„F�y�,G�y�… = F1�y�G2�y� − F2�y�G1�y� , �A1�

�B�y� ª Det„G�y�,�F,G��y�… = G1�y��F,G�2�y� − G2�y��F,G�1�y� , �A2�

fS�y� ª − �B�y�/�A�y� . �A3�

he sets �A
−1�0� ,�B

−1�0� of zeros of �A ,�B are, respectively, the set of points where F and G are
arallel, and the set of points where G is parallel to �F ,G�. These loci are fundamental in the
onstruction of the optimal synthesis. In fact, assuming that they are a smooth embedded one-

imensional submanifold of M, we have the following:
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• In each connected region of M \ (�A
−1�0���B

−1�0�), every extremal trajectory is bang-bang
with, at most, one switching. Moreover, for every switching of the extremal trajectory, the
value of the control passes from −1 to +1 if fS�0 and from +1 to −1 if fS�0.

• The support of singular trajectories �that are trajectories for which the switching function
identically vanishes; see Definition 7� is always contained in the set �B

−1�0�.
• A trajectory not switching on the set of zeros of G is an abnormal extremal �i.e., a

trajectory for which the Hamiltonian given by the Pontryagin Maximum Principle van-
ishes; see later� if and only if it switches on the locus �A

−1�0�.

Then the synthesis is built recursively on the number of switchings of extremal trajectories,
anceling at each step the nonoptimal trajectories �see Ref. 15, Chap. 1�.

Remark 13: Notice that, although the functions �A and �B depend on the coordinate chart, the
ets �A

−1�0�, �B
−1�0� and the function fS do not, i.e., they are intrinsic objects of the control equation

ẏ=F�y�+uG�y�.

. Basic definitions and Pontryagin Maximum Principle on an n-dimensional manifold

In this section we define our optimization problem, we state the Pontryagin Maximum Prin-
iple �that is a key tool to compute optimal trajectories� and we give some basic definitions in the
ore general case of a n-dimensional manifold. We do this, since in Appendix B1 we stated some

esult for the original problem �14�, on S3�SU�2�.
Problem (Q): Consider the control system:

ẏ = F�y� + uG�y�, y � M, �u� � 1, �A4�

here the following occurs.
�H0� M is a smooth n-dimensional manifold. The vector fields F�y� and G�y� are C�.
We are interested in the problem of reaching every point of M in minimum time from a point

y0�M.
Definition 6: An admissible control u�.� for the system �A4� is a measurable function

�.� : �a ,b�→ �−1,1�, while an admissible trajectory is a Lipschitz functions y�.� : �a ,b�→M sat-
sfying ẏ�t�=F(y�t�)+u�t�G(y�t�), a.e., for some admissible control u�.�

In the following we assume that the control system is complete, i.e., for every measurable
ontrol function u�.� : �a ,b�→ �−1,1� and every initial state ȳ, there exists a trajectory y�.� corre-
ponding to u�.�, which is defined on the whole interval �a ,b� and satisfies y�a�= ȳ.

The main tool to compute time optimal trajectories is the Pontryagin Maximum Principle
PMP for short; see Refs. 14–16�.

Theorem [Pontryagin maximum principle for the problem (Q)]: Consider the control
ystem �A4� subject to �H0�. Define for every �y ,� ,u��T*M � �−1,1� the function

H�y,�,u� ª ��,F�y�� + u��,G�y�� .

f the couple �y�.� ,u�.�� : �0,T�→M � �−1,1� is time optimal then there exist a never vanishing
ipschitz continuous covector ��.� : t� �0,T����t��Ty�t�

* M and a constant �0�0 such that for,
.e., t� �0,T�:

�i� ẏ�t�= �H
�� �y�t� ,��t� ,u�t��,

�ii� �̇�t�=− �H
�y (y�t� ,��t� ,u�t�)=−��t���F(y�t�)+u�t��G(y�t�)�,

�iii� H(y�t� ,��t� ,u�t�)=HM�y�t� ,��t�� where HM�y ,��ªmax	H�y ,� ,u� :u� �−1,1�
,
�iiii� HM(y�t� ,��t�)+�0=0.

Remark 14: The PMP is just a necessary condition for optimality. A trajectory y�.� �resp., a
ouple (y�.� ,��.�)� satisfying the conditions given by the PMP is said to be an extremal �resp., an
xtremal pair�. An extremal corresponding to �0=0 is said to be an abnormal extremal, otherwise

e call it a normal extremal.
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We are now interested in determining the extremal trajectories satisfying the conditions given
y the PMP. A key role is played by the following.

Definition 7 (switching function): Let (y�.� ,��.�) be an extremal pair. The corresponding
witching function is defined as 	�t�ª ���t� ,G�y�t���.

Notice that 	�.� is continuously differentiable �indeed 	̇�t�= ���t� , �F ,G�(y�t�)�, which is con-
inuous�.

Definition 8 (bang, singular): Let �, defined in �a ,b�, be an extremal trajectory and
�.� : �a ,b�→ �−1,1� the corresponding control. We say that u�.� is a bang control if u�t�= +1, a.e.,
n �a ,b� or u�t�=−1, a.e., in �a ,b�. We say that u�.� is singular if the corresponding switching
unction 	�t�=0 in �a ,b�. A finite concatenation of bang controls is called a bang-bang control. A
witching time of u�.� is a time t̄� �a ,b� such that, for every ��0, u is not bang or singular on
t̄−� , t̄+��� �a ,b�. An extremal trajectory of the control system �A4� is said abang extremal,
ingular extremal, bang-bang extremal, respectively, if it corresponds to a bang control, singular
ontrol, bang-bang control, respectively. If t̄ is a switching time, the corresponding point on the
rajectory y�t̄� is called a switching point.

The switching function is important because it determines where the controls may switch. In
act, using the PMP, one easily gets the following.

Proposition 9: A necessary condition for a time t to be a switching is that 	�t�=0. Therefore,
n any interval where 	 has no zeroes �respectively, finitely many zeros�, the corresponding
ontrol is bang �respectively, bang-bang�. In particular, 	�0 �resp, 	�0� on �a ,b� implies u
1 �resp., u=−1� a.e. on �a ,b�. On the other hand, if 	 has a zero at t and 	̇�t� is different from

ero, then t is an isolated switching.

. More on singular extremals and predicting switchings for 2-D systems

Now we come back to the case in which M is two dimensional. In this section we compute the
ontrol corresponding to singular extremals and we would like to predict which kind of switchings
an occur, using properties of the vector fields F and G. The following two lemmas illustrate the
ole of the functions �A

−1�0�, �B
−1�0� in relation with singular and abnormal extremals. The proofs

an be found in Refs. 24, 15, and 26.
Lemma 1: Let y�.� be an extremal trajectory that is singular in �a ,b��Dom(y�.�). Then

y�.���a,b� corresponds to the so called singular control �(y�t�), where

��y� = −
��B�y� · F�y�
��B�y� · G�y�

, �A5�

ith �A and �B defined in Eqs. �A1� and �A2�. Moreover, on Supp�y�.��, ��y� is always well
efined and its absolute value is less than or equal to one. Finally, Supp�y�.���a,b����B

−1�0�.
Lemma 2: Let y�.� be a bang-bang extremal for the control problem �A4�, t0�Dom(y�.�) be

time such that 	�t0�=0 and G(y�t0�)�0. Then, the following conditions are equivalent: �i� y�.�
s an abnormal extremal; �ii� y�t0���A

−1�0�; and �iii� y�t���A
−1�0�, for every time t�Dom�y�.��,

uch that 	�t�=0.
The following lemma describes what happens when �A and �B are different from zero.
Lemma 3: Let ��M be an open set such that �� (�A

−1�0���B
−1�0�)=�. Then all connected

omponents of Supp(y�.�)��, where y�.� is an extremal trajectory of �A4�, are bang-bang with,
t most, one switching. Moreover, if fS�0 throughout �, then y�.��� is associated to a constant
ontrol equal to +1 or −1 or has a switching from −1 to +1. If fS�0 throughout �, then y�.��� is
ssociated to a constant control equal to +1 or −1 or has a switching from +1 to −1.

Remark 15: For the problem (Q), under generic conditions on the vector fields F and G, one
an make the complete classification of synthesis singularities, stable synthesis, singularities of the
inimum time wave fronts. We refer to Ref. 15 for the general theory. For some extensions to
igher dimension, see Refs. 31 and 32.
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PPENDIX B: PROOF OF THE MAIN RESULTS

In this section we give the proof of our main results. We start with a lemma, stating a property
f optimal trajectories, that is a consequence of the symmetries of the problem. It is used to
dentify the time optimal trajectories steering the North to the South Pole both for ��
 /4 and
�
 /4.

Lemma 4: Let �� �0,
 /2�. Every optimal bang-bang trajectory, connecting the North to the
outh Pole, with more than one switching is such that v�si�=v�sf� where si is the first switching
ime, sf is the time needed to steer the last switching point to the South Pole and v�si� is the time
etween two consecutive switchings.

Proof of Lemma 4: Consider the problem of connecting PS with PN in minimum time for the
ystem ż=FS��z�+uGS��z�, where z�S2 and FS��z�=−FS�z�, GS��z�=−GS�z�. The trajectories of this
ystem coincide with those of the system �10�–�13�, but the velocity is reversed. Therefore the
ptimal trajectories for the new problem coincide with the optimal ones for the system �10�–�13�
onnecting PN to PS, and the time between two switchings is the same. Since performing the
hange of coordinates �z1 ,z2 ,z3�→ �y1 ,y2 ,y3�= �−z1 ,z2 ,−z3�, the new problem becomes exactly
he original problem, we deduce that, if we have more than one switching, it must be v�si�
v�sf�. �

. Time optimal synthesis for the two level quantum system for ��� /4

In this section, we apply the theory of optimal syntheses on 2-D manifolds recalled in Ap-
endix A, to the system �10�–�13�. Our aim is to describe the time optimal synthesis for �

 /4, i.e., to prove Theorem 1 and Propositions 2 and 3. First, we state some general results,

olding for �� �0,
 /2�, regarding time optimal trajectories of the system �14�, on S3�SU�2�,
nalogous to those obtained in Ref. 29 for SO�3� �in particular, the proofs can be repeated using
he same arguments�.

. General results on S3

In this section �� �0,
 /2�. The first proposition states that singular extremals, defined as
xtremals for which the switching function vanishes �see Definitions 7 and 8� correspond to zero
ontrol. This fact is very specific for our problem.

Proposition 10: For the normalized minimum time problem on S3 �14�, singular extremals are
ntegral curves of the drift, i.e., they must correspond to a control almost everywhere vanishing.

Since for a fixed u� �−1,1� every trajectory of �14� is periodic with period

 /�u2 sin2 �+cos2 �, we have the following.

Proposition 11: Given an extremal trajectory � of type Bt �resp., St�, then t�4
 �resp., t
4
 / cos ��.

The following proposition describes the switching behavior of abnormal and bang-bang nor-
al extremals �see Sec. A 1 for the definition�.

Proposition 12: Let � be an abnormal extremal of �14�. Then it is bang-bang and the time
uration between two consecutive switchings is always equal to 
. In other words, � is of kind

sB
 . . .B
Bt with s , t�
.
On the other hand, if � is a bang-bang normal extremal, then the time duration T along an

nterior bang arc is the same for all interior bang arcs and verifies 
�T�2
 �i.e., � is of kind

sBT . . .BTBt with s , t�T �.
For the optimal trajectories containing a singular arc we have the following.
Proposition 13: Let � be a time optimal trajectory containing a singular arc. Then � is of the

ype BtSsBt�, with s�2
 / cos � if t�0 or t��0 and s�4
 / cos � otherwise.
These results on S3�SU�2� are useful to determine the optimal synthesis on SB, since every

ptimal trajectory on SB is the projection of an optimal trajectory on S3. This is a simple conse-
uence of the fact that SB is a homogeneous space of SU�2�.
Proposition 14: A time optimal trajectory � for the system �10�–�13� on SB starting at PN is
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he projection of a time optimal trajectory of �14�, starting from a point satisfying ��1�2=1 �recall
hat �= ��1 ,�2�T�S3�C2�.

Remark 16: Notice that, since two opposite points on S3 project on the same point on SB, it is
asy to see from Proposition 11 that the projection on SB of an optimal trajectory of �14� of type

t �resp., St�, must be such that t�2
 �resp., t�2
 / cos ��. More precisely, for a fixed
� �−1,1� every trajectory of �10�–�13� is periodic with period 2
 /�u2 sin2 �+cos2 � �the period
ivides by two after projection�.

. Construction of the synthesis on SB

In this section we assume ��
 /4. Following Appendix A, we first need to determine the sets

A
−1�0�, �B

−1�0�, and the function fS. Checking where FS is parallel to GS and where GS is parallel
o �FS ,GS�, one gets �A

−1�0�= 	y�SB:y2=0
 and �B
−1�0�= 	y�SB:y3=0
. To find the function fS

e can choose for instance, the coordinate chart defined on each hemisphere by the projection on
he plain 	�y1 ,y2��R2
, obtaining fS= �sin ��y3 /y2. Then Lemma 3 says that every optimal tra-
ectory belonging to one of the regions 	y�SB:y3�0,y2�0
, 	y�SB:y3�0,y2�0
 is bang-
ang with, at most, one switching. Moreover only the switching from control −1 to control +1 is
llowed. On the contrary, on the regions 	y�SB:y3�0,y2�0
, 	y�SB:y3�0,y2�0
, the con-
rol can switch only from +1 to −1. Moreover, thanks to Lemma 1, every singular extremal must
ie on the equator. The following lemma characterizes the structure of the bang-bang extremals for
he problem �P�.

Lemma 5: Recall that t1=
−arccos�cot2 �� and t3=
+arccos�cot2 �� and consider a bang-
ang extremal for the problem �P�. Then it is of the form BsBv�s�Bv�s�. . . with s� �0, t1�� �
 , t3�,
here, on the set �0, t1���
 , t3�, v�.� is defined as follows:

v�s� ª 
 + 2 arctan� sin s

cos s + cot2 �
� .

f �=
 /4 then t1= t3=
 and v�
�ª
, while if ��
 /4 we set v�t1�ªv�t3�ª2
.
Notice that the function v�.� has the same expression �17� obtained in the case ��
 /4

excepted at the points t1 and t3�. However, its interval of definition is different.
Proof of Lemma 5: As shown previously, the meridian �A

−1�0� and the equator �B
−1�0� divide

he sphere in four parts and in each of them the sign of the function fS is constant and changes
hen passing through �A

−1�0� or �B
−1�0�. In particular, following �+ or �− �cf. Remark 4� in the

ase in which ��
 /4 this happens at the times t1 �where the equator is crossed�, at time 
 �where

A
−1�0� is crossed� and at time t3 �again is the equator to be crossed�. Applying Lemma 3, we
btain that for an extremal trajectory the first switching may occur only on the intervals �0, t1� and

 , t3�. Exactly as in,29 one shows that the extremal must have the form BsBv�s�Bv�s�. . . with s

�0, t1�� �
 , t3�. The case �=
 /4 is similar. �

Remark 17: One can also show that every trajectory starting from PN, of the form

sBv�s�Bv�s�. . . with s� �0, t1�� �
 , t3�, is extremal, i.e., for every s in such a set, there exists an
nitial value of the covector � such that the switching function 	�.� vanishes for the first time at
ime s.

Unlike the case in which ��
 /4, in the case ��
 /4 it is possible to establish the presence
f optimal trajectories containing a singular arc, whose switching behavior is described by the
ollowing proposition, illustrated in Fig. 9�A�.

Proposition 15: Let ��
 /4. A trajectory � of �10�–�13� starting with control u=1 and
ontaining a singular arc is a solution of �P� if and only if it is of the form BtSsBt� and satisfies the
ollowing conditions.

• t= t1=
−arccos�cot2 ��, i.e., � coincides with �+ until it reaches the equator.
• s�arccos�cot �� / cos �, i.e., the singular arc is optimal until it reaches the point O+

= �1,0 ,0�T.

• If s=arccos�cot �� / cos �, then the trajectory is of type BtSs, �i.e., the time duration of the
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last bang arc reduces to zero�. If s�arccos�cot �� / cos �, then � is optimal until the last
bang arc reaches the equator �i.e., it does not exist t̄� �0, t�� such that ��t+s+ t̄� is
contained in the equator�.

n analogous result holds for trajectories, starting with control −1.
Remark 18: Notice that in the case �=
 /4, Proposition 15 provides a singular trajectory

egenerated to a point. In other words, for �=
 /4 there are no singular trajectories that are
ptimal.

Remark 19: Notice that the previous result completely characterizes the optimal synthesis in
ome neighborhoods of the points O±= �±1,0 ,0�T, namely �2

±��3
±, and moreover it determines

he presence of two symmetric overlap curves contained inside the equator. The synthesis around
he point O+ is represented in Fig. 9�A�.

Proof of Proposition 15: Consider a trajectory, solution of �P�, starting with u= +1 and
ontaining a singular arc. Using Propositions 13 and 14, this trajectory must be of the form

tSsBt�, and, since the singular arc is contained inside the equator, we have t= t1 �the case t= t3 can
e easily excluded�. Consider a singular arc containing in its interior the point O+. This arc
ontains two points of the form �y1

0 ,−y2
0 ,0�T and �y1

0 ,y2
0 ,0�T, with both y1

0, y2
0 positive, that can be

onnected by a bang arc. Using classical comparison theorems for second order ODEs, one can
asily compare the time needed to follow such a trajectory with the time needed to steer the two
oints along the singular arc finding that the bang arc is quicker than the singular arc. Therefore
singular arc containing O+ cannot be optimal. By symmetry, the extremal trajectories that have

he same singular arc, but the last bang arc corresponding to opposite control, must meet on a
oint of the equator. Therefore the arc of the equator that is comprised between the point O+ �resp.,
−� and the second intersection point with �+ �resp., �−� is an overlap curve. It remains now to
erify that the trajectories previously described are optimal �until the last bang arc reaches the
quator�. This is a straightforward consequence of the fact that the quickest bang-bang trajectories
hat enter the region spanned by such trajectories �i.e., the closure of the regions �2

±��3
±� are not

xtremal because of Lemma 3 �see also Lemma 5�. �

Remark 20: Notice the trivial fact that, if a trajectory � defined on the interval �a ,b� is optimal
etween ��a� and ��b�, then the restriction of � in �c ,d�, c ,d� �a ,b�, c�d, is optimal between
�c� and ��d�.

Using Remark 20, we have that Proposition 15 characterizes completely the time optimal
ynthesis on PNA±, and in the closure of �2

±��3
±, i.e., it proves items T1–T6, T9, and T10, of

heorem 1.
Remark 21: From Lemma 5 we obtain that there are four families of bang-bang trajectories. In

articular, the families starting with control +1 and switching, respectively, in �0, t1� and �
 , t3�
oin at the point B+, generating an amazing �Y ,K�3 frame point, in the framework of the classifi-
ation of Ref. 15. See Fig. 9�B�.

Next we give the proof of Proposition 2, from which it follows T11 of Theorem 1, and, using

FIG. 9. �Color online� The region covered by optimal trajectories with singular arcs and the �Y ,K�3 frame point.
gain Remark 20, also T7.
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Proof of Proposition 2: By Proposition 15, there are no optimal trajectories containing a
ingular arc joining PN with PS. One can easily see that the only possible trajectories steering PN

o PS with only one switching are those described in the statement of the proposition, that we have
o compare with trajectories having more than one switching. Trajectories having two switchings
ith the first or the last bang longer than 
 and trajectories with more than two switchings are

xcluded, since from Lemma 5 their total time is larger than 2
. Trajectories having two switch-
ngs and the length of the first arc si and the length of the last arc sf satisfying si ,sf �
 are
xcluded, since by Lemma 4 they must satisfy si=sf. For these trajectories the total time can be
asily computed and it is 2
+2 arcsin�1/2 sin�����2
. �

Item T8 is proved by the following.
Proposition 16: If ȳ��1

+� �DPS
− \ PS�, then �ỹ is made by a unique trajectory of the form

tBt�, with 0� t� t1 and the first bang corresponding to control +1. A similar result holds if ȳ
�1

−� �DPS
+ \ PS�. As a consequence there is not a cut locus in the region, �1

+��1
−. On the other

and, �nasty
+ ��nasty

− contains a cut locus.
Proof of Proposition 16: Define the following three families of extremal trajectories:

�s
A�t� ª etXS

+
esXS

−
PN, with s � � 0,t1� and t � v�s� ,

�s
B�t� ª etXS

−
esXS

+
PN, with s � �
,t3� and t � v�s� ,

�s
C�t� ª etXS

−
ev�s�XS

+
esXS

−
PN, with s � � 0,t1� and t � v�s� .

irst, notice that from Proposition 2 that there are no optimal trajectories of kind �s
A reaching the

rc BPS
+. Now for every point x�DPS

+ the following occurs: �i� there exist sA , tA such that x
�sA

A �tA�, and they are unique; �ii� if there exist sB , tB �resp., sC , tC� such that x=�sB

B �tB�, �resp., x
�sC

C �tC��, then they are unique. By direct computation, one can compare the times the three
rajectories need to reach x, i.e. sA+ tA ,sB+ tB ,sC+v�sC�+ tC, finding that the optimal trajectory is of
ind �A �these computations are long, not very instructive, and we omit them�. From this fact, the
rst part of the claim immediately follows. Moreover, it implies that there is not a cut locus in �1

+,
ince the only trajectories entering such a region are those of the form �A. The existence of a cut
ocus in �nasty

+ is evident, since no optimal trajectories belonging to the families �A, �B, �C leave

nasty
+ . The reasoning in �1

− and in �nasty
− is similar. �

End of the proof of Theorem 1: To conclude the proof of Theorem 1, it remains to prove T12.
onsider by contradiction an optimal bang-bang trajectory � defined in �0, t�� steering PN to a
oint of �nasty

+ , with at least three switchings. Define t̄=max	t� �0, t�� :��t���nasty
+ 
. Then, by

emark 20, ���0,t̄� must be optimal between PN and ��t̄�. Then, from the results proved previously,
e deduce that ���0,t̄� can have, at most, one switching. Therefore � switches at least two times in

nasty
+ , and the arc between them must be completely contained in �nasty

+ , and this leads to a
ontradiction since the sign of fS is constant in �nasty

+ �see Lemma 3�. �

Before proving Proposition 3, notice that the point D+, which is obtained following the
rajectory �+ for a time 
 �see Fig. 6�, belongs to two different families of bang-bang trajectories
t time 
, one given by trajectories starting with control −1 and switching at time s� t1, the other
ne given by trajectories that start with control 1 and switching at time s� �
 , t3�. Moreover, since
�0�=
, there must be a switching curve starting at D+ and therefore we deduce that there are two
ossible behaviors of the optimal synthesis around this point: either this switching curve is optimal
r the two fronts continue to intersect generating an overlap curve.

Observe that if ��
 /3 the trajectories of the type BsBv�s�Bt with s small cannot be optimal
ince the vector fields XS

+ and XS
− point to opposite sides on the switching curve �i.e., the switching

urve “reflects the trajectories,” and therefore it is not locally optimal, by the definition given in
ec. II�. In this case the two families of bang-bang trajectories described previously must intersect,

iving rise to an overlap curve. Therefore to prove Proposition 3 we assume ��
 /3.
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Proof of Proposition 3: First we parametrize the switching curve with respect to the first
witching time �assuming without loss of generality that this curve starts with u=−1�:

C�s� = ev�s�XS
+
esXS

−
PN.

e consider the functions �1�s�=det�C�s� ,C��s� ,XS
+(C�s�)� �here the superscript � denotes the

erivative with respect to s� and �2�s�=det�C�s� ,C��s� ,XS
−(C�s�)�. It is easy to see that the opti-

ality of C�.�, for s small, depends on the signs of such functions. Indeed C�.� is locally optimal
ear the point D+=C�0� if and only if for every positive and small enough s, and given a
eighborhood of C�s� that is divided in two connected components U1 ,U2 by the trajectory C�.�,
oth XS

−(C�s�) and XS
+(C�s�) point toward U1 or toward U2. It is easy to see that this occurs if �1�s�

nd �2�s� have the same sign. Notice that �1�0�=�2�0�=0 and that �1�s�
det(PN ,XS

−�PN� ,e−sXS
−
XS

+�esXS
−
PN�)=2 cos � sin2 � sin s, which is positive for every ��
 /2 and

� �0,
�. To determine the sign of �2�s� near 0, it is enough to look at the sign of the derivative

2��0� that can be computed directly: �2��0�=4 cos � sin2 ��1−2 sin4 ��. We deduce that, if �
arcsin�1/�4 2�, the switching curve C�.� is optimal for s small enough. For the particular value
=arcsin�1/�4 2�, one can easily check that the function �2�.� is negative for s�0 small, and then
�.� is no more optimal for ��arcsin�1/�4 2�. The tangency of the switching curve starting at D+

f ��
 /4, is a consequence of the fact that, in this case, the bang-bang trajectory switching at D+

s an abnormal extremal �see Proposition 2 and Ref. 15, Proposition 23, pp. 177�. �

. Time optimal trajectories reaching the South Pole for �<� /4

Our purpose of this section is to characterize the optimal trajectories steering PN to PS in the
ase ��
 /4, i.e., to prove Propositions 4 and 5. A key tool is Lemma 4. Recall the shape of the
unction v�s�, in the case ��
 /4 �see Fig. 7�A��. Given ��
 /4 and s� �0,
� with s�arccos
−tan2 ��, there exists one and only one time s*�s�� �0,
� different from s, such that v�s�
v(s*�s�). From Sec. III B, recall the following definition of candidate optimal trajectories:

• sf =s*�si� �i.e., TYPE-1-candidate optimal trajectories�,
• sf =si �i.e., TYPE-2-candidate optimal trajectories�.

A useful relation between s and s*�s� is given by the following.
Lemma 6: For ��
 /4 and s� �0,
�, it holds that s+s*�s�=v�s�.
Proof of Lemma 6: Both s and s*�s� satisfy the following equation in t� �0,
�:

cot�1

2
v�s�� = −

sin�t�
cos�t� + cot2���

Þ cos�1

2
v�s� − t� = − cos�1

2
v�s��cot2��� .

herefore, since 1
2v�s�− t� �−
 ,
�, "s , t� �0,
� and s*�s��s, it must be s*�s�− 1

2v�s�= 1
2v�s�

sÞs+s*�s�=v�s�. �

The description of candidate optimal trajectories is simplified by the following lemma, of
hich we skip the proof.

Lemma 7: Set

Z�s� =
1

�� 0 cot„ 1
2v�s�… − sin���

− cot„ 1
2v�s�… 0 0

sin��� 0 0
� ,

here �=�cot2( 1
2v�s�)+sin2���. Then, if ��s� is defined as in �20�, we have e��s�Z�s�

ev�s�XS
−
ev�s�XS

+
. Notice that the matrix Z�s��so�3� is normalized in such a way that the map

�etZ�s��SO�3� represents a rotation around the axes R�s�= �0,sin��� , cot( 1
2v�s�)�T with angular

elocity equal to one.
To prove the results stated in Sec. III B we study separately the two possible cases previously
isted.
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Proof of Proposition 4: In this case we consider TYPE-1-candidate optimal trajectories. As-
ume that the optimal trajectory starts with u=−1 �the case u=1 is symmetric� and has an even
umber n of switchings. Then it must be

�B1�

here PN and PS denote, respectively, the North and the South Pole, and we have that

esiXS
−
PS = ev�si�XS

−
ev�si�XS

+
. . . ev�si�XS

+
esiXS

−
PN = e�1/2�n��si�Z�si�esiXS

−
PN,

rom which we deduce that si must satisfy

1

2
n��si� = 
 + 2p
, for some integerp .

t is easy to see that a value of si that satisfies a previous equation with p�0 does not give rise to
candidate optimal trajectory since the corresponding number of switchings is larger than NM.
herefore in a previous equation it must be p=0. If n is odd, instead than �B1� we have

�B2�

nd, moreover, by symmetry,

PN = esfXS
−
ev�si�XS

+
. . . . . . ev�si�XS

−
esiXS

+
PS.

hen, combining with �B2� and using the relation Lemma 6, we find

ince esiXS
−
PN is orthogonal to the rotation axis R�si� corresponding to Z�si�, the previous identity

s satisfied if and only if n��si�=2m
 with m a positive integer. As in the previous case, for a
andidate optimal trajectory, it must be m=1. �

Proof of Proposition 5: Here we consider TYPE-2-candidate optimal trajectories. For simplic-
ty call si=sf =s. Assume, as before, that the optimal trajectory starts with u=−1. If this trajectory
as n=2q+1 switchings then it must be

PS = esXS
+
eq��s�Z�s�esXS

−
PN.

n particular, the points e−sXS
+
PS and esXS

−
PN must belong to a plane invariant with respect to

otations generated by Z�s�, and therefore the difference esXS
−
PN−e−sXS

+
PS must be orthogonal to the

otation axis R�s�. Actually it is easy to see that this is true for every value s� �0,
�, since both
−sXS

+
PS and esXS

−
PN are orthogonal to R�s�. Since the integral curve of Z�s� passing through esXS

−
PN

nd e−sXS
+
PS is a circle of radius 1, it is easy to compute the angle ��s� between these points. In

articular, the distance between esXS
−
PN and e−sXS

+
PS coincides with 2 sin���s� /2�, and so one easily

ets the expression ��s�=2 arccos(sin���cos���)�1−cos�s�)). Then Proposition 5 is proved when
is odd.

Assume now that the optimal trajectory has n=2q+2 switchings; then we can assume without

oss of generality that PS=esXS
−
ev�s�XS

+
eq��s�Z�s�esXS

−
PN. First of all, it is possible to see that

−v�s�XS
+
e−sXS

−
PS is orthogonal to R�s�. So it remains to compute the angle �̃�s� between the point

sXS
− −v�s�XS

+ −sXS
−

PN and the point e e PS on the plane orthogonal to R�s�. As before, the distance
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etween these points coincides with 2 sin��̃�s� /2�. Instead of computing directly �̃�s�, we com-

ute the difference between the angle �̃�s� and the angle ��s� previously defined above. We know
hat

2 sin���s�
2

− �̃�s�� = �e−v�s�XS
+
e−sXS

−
PS − e−sXS

+
PS� = �e−sXS

−
PS − ev�s�XS

+
e−sXS

+
PS� = �e−sXS

−
PS − es*�s�XS

+
PS� .

sing the fact that s and s*�s� satisfy the relation v�s�=v(s*�s�), one can easily find that

�e−sXS
−
PS − es*�s�XS

+
PS� = 2�1 − cos2���sin2�1

2
v�s�� .

herefore ��s�= �̃�s�+2arccos�cos���sin( 1
2v�s�)�. This leads to ��s�− �̃�s�=��s� /2, and the propo-

ition is proved also in the case n is even. �

. Proof of Proposition 6, on the alternating behavior of the optimal synthesis

In this section we need to consider also the dependence on � of the functions
�s� ,��s� ,��s� ,F�s� ,G�s�. Therefore we switch to the notation
�s ,�� ,��s ,�� ,��s ,�� ,F�s ,�� ,G�s ,��.

The claims about the existence of solutions in Proposition 6 come from the fact that F�0�
F�
�=
 /2� and the only minimum point of F occurs at s̄=
−arccos(tan2���). It turns out that

he image of F is a small interval whose length is of order � and therefore equation �22� has a
olution only if � is close enough to 
 /2m for some integer number m. This proves C with r2�m�
atisfying r2�m�=O�1/m�.

On the other hand, it is possible to estimate the derivative of G with respect to s, showing that
t is negative in the open interval �0,
�. Therefore, since G�0�=
 /2�+1 and G�
�=
 /2�−1, Eq.
23� has always two positive solutions.

For the particular values �=
 /2m, where m�1 is an integer number, the solutions to Eqs.
22� and �23� give rise to two candidate optimal trajectories: the first one has exactly m bang arcs,
ll of length 
 �TYPE-1 and TYPE-2 candidate optimal trajectory at the same time�, while the
econd one has one more switching and is a TYPE-2 candidate optimal trajectory. We want to see
hat the optimal trajectory is the first one. For this purpose, we need to estimate the time needed
o reach the South Pole by the second candidate optimal trajectory, showing that it is greater than

=
2 /2�.

First, using the Taylor expansions with respect to � and centered at 0 of ��
 /2 ,�� and
�
 /2 ,��, one obtains

G�


2
,�� =




2�
− �




4
+ o��� . �B3�

e want now to estimate the solution s��� of the equation G�s ,��=
 /2�. This can be done using
B3� and the following estimate on the derivative of G�.�, with respect to s, near s=
 /2:

d

ds
G�s,�� = − 1 + o���� + �


2
− s�� .

hen it is easy to find that s���=
 /2−��
 /4�+o���, and, consequently, v�s��� ,��=
+2�2

o��2�. Therefore 2s���+ �
 /2�−1�v(s��� ,�)=
2 /2�+��
 /2�+o���. In particular, for �

 /2m this expression gives the time needed to reach the South Pole by the candidate optimal

rajectory, and, since for m large enough it is larger than m
=
2 /2�, we conclude that this
rajectory cannot be optimal. Since the solutions to the equations �22�, �23� change continuously
ith respect to � for each fixed number of switchings n, we easily deduce that, if we slightly
ecrease � starting from the value 
 /2m, the solution of �22� for n=m does not give rise to an

ptimal trajectory.
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For � slightly smaller than �̄ª
 /2m there is a TYPE-2 candidate optimal trajectory corre-
ponding to a solution (s1��� ,m+1) of �23�, where s1�.� is continuous �on ��̄−� , �̄�� and s1��̄�
0, and there is also a TYPE-1 candidate optimal trajectory corresponding to a solution (s2��� ,m)
f �22�, where s2�.� is continuous �on ��̄−� , �̄�� and s2��̄�=0. Clearly for �= �̄ these trajectories
oincide. So we have to compare the time to reach the South Pole for such trajectories with �
lose to �̄.

We start with the TYPE-1 candidate optimal trajectory. From Eq. �22� we have that
d /d���(s2��� ,�)=0. We use a subscript s, � to denote the partial differentiation with respect to
uch variables. Since �s�0,��=0 we cannot apply directly the implicit function theorem near
0 , �̄�. However, if we set s̃2���=s2

2��� we find that s̃2����=2s2�����(s2��� ,�)� /�s(s2��� ,�)� �the
uperscript � denotes differentiation with respect to ��, and then, passing to the limit as
s2��� ,�)tends to �0, �̄�, one easily finds that s̃2���̄�=−2/sin��̄�3 cos��̄�.

Now we want to determine the way in which the total time T2���=mv(s2��� ,�) changes. It is
asy to see that T2��� is not differentiable at �̄, therefore we introduce the function F���
(T2���−T2��̄�)2=m2�v(s2��� ,��−
)2.

Then F����=2m2�d/d��v(s2��� ,�)�v(s2��� ,�)−
�=2m2�vs(s2��� ,�)s2����+v�(s2��� ,�)�
nd, after the substitution s2����= s̃2���� /2s2��� we can pass to the limit as � converges to �̄
btaining

F���̄� = m2vs
2�0,�̄�s̃2���̄� = − 8m2 tan �̄ .

Now we consider the TYPE-2 candidate optimal trajectory and we want to estimate s1���.
rom Eq. �23� we have that s1�.� is implicitly defined by the equation �(s1��� ,�)
2�(s1��� ,�)−m�(s1��� ,�)=0. As before, it is easy to see that s1�.� is not differentiable at �̄,

nd therefore we introduce the parameter s̃1���=s1
2���. As before, it is possible to compute the

erivative s̃1����:

s̃1���̄� = − lim
�→�̄

2s1�����„s1���,�…
�s„s1���,�…

= −
2m

sin �̄ cos �̄�1 + m sin2 �̄�
.

e have now to estimate the total time T1���=2s2���+mv(s2��� ,�) for � close to �̄. After
efining

G��� = „T1��� − T1��̄�…2 = �2s2��� + m„v�s2���,�� − 
…�2,

e can compute the derivative of G�.� as follows:

G���̄� = lim
�→�̄

�2�2s2��� + m�v„s2���,�… − 
�…� s̃2����
s2���

+ m�vs�s2���,��s̃2����
2s2���

+ v�„s2���,�…���
= lim

�→�̄
�2�2 + m

v�s2���,�� − v�0,��
s2���

�� lim
�→�̄

�s̃2���� + m�1

2
vs„s2���,�…s̃2���� + v�„s2���,�…s2�����

=„2 + mvs�0,�̄�…2s2���̄� = − �2 + 2m sin2 �̄�2 2m

sin �̄ cos �̄�1 + m sin2 �̄�
= −

8m�1 + m sin2 �̄�
sin �̄ cos �̄

.

ince

8m�1 + m sin2 �̄�
sin �̄ cos �̄

� m tan �̄ ,

e deduce that G��� decreases faster than F��� as � goes to �̄ and, since T1��� and T2��� are
ecreasing for � close to �̄, we have that T2����T1���, i.e., the TYPE-1 trajectory is optimal for

¯ ¯
� ��−� ,��.
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PPENDIX C: THE TIME NEEDED TO REACH EVERY POINT OF THE BLOCH SPHERE
TARTING FROM THE NORTH POLE IN THE CASE �« †� /4 ,� /2†

In this section we assume �� �
 /4 ,
 /2�. If � is close to 
 /4, it is easy to verify that the
outh Pole is not the last point reached by bang-bang trajectories �the last point reached belongs

o the cut locus present in the region �nasty
± �, and the time needed to cover the whole sphere is

lightly larger than 2
.
On the other hand, if � is large enough then the velocity along a singular arc is small and

herefore the time needed to move along trajectories containing singular arcs is larger than 2
. The
ollowing proposition gives the asymptotic behavior of the total time needed to reach every point
rom the North Pole and determines the last point reached by the optimal synthesis for � large
nough.

Proposition 17: Let T��� the time needed to cover the whole sphere. Then, if � is large enough

T��� =



2 cos �
+ 
 −

2 arcsin�cot ��
cos �

+ 2 arcsin�cot2 �� =



2 cos �
+ 
 − 2 + O�


2
− �� ,

�C1�

nd the last points reached for a fixed value of � are ±��1−cot2 � , cot � ,0�T.
Proof of Proposition 17: From Proposition 2 the last points reached by optimal trajectories of

he form BtSsBt� must lie on overlap curves that are subsets of the equator. Therefore it is enough
o estimate the maximum time to reach these overlap curves. Assume that the first bang arc
orresponds to the control u=1 and denote by � the angle corresponding to the arc of the equator
etween the last point of the singular arc and the point O+= �1,0 ,0�T. Notice that �
�0,arccos�cot ���. Then it is easy to find the expression T�� ,�� of the time needed to reach the

verlap curve along that optimal trajectory:

T��,�� = 
 − arccos�cot2 �� +
arccos�cot ��

cos �
−

�

cos �
+ arccos� cos2 � − tan2 �

cos2 � + tan2 �
� .

he conclusion follows finding the maximum with respect to � of the previous quantity, which

orresponds to the value �̄=arcsin�cot ��. Notice that �̄ belongs to the interval of definition of �
nly if ��arccot��2/2�. �

Remark 22: Notice that, if ��arccot��2/2�, then the set of points of the sphere reached
ithin time t, with t in a left neighborhood of T���, is not simply connected. More precisely there

re two symmetric neighborhoods of the points ±��1−cot2 � , cot � ,0�T that are not reached in
ime less than or equal than t.

Remark 23: Recall that for system �6� the time needed to cover the whole sphere for � close
nough to 
 /2 is obtained dividing by k=2E / cos � the expression �C1�. Therefore, if we fix E it
urns out that this quantity converges to 
 /4E as M goes to infinity.
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