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Date Topic

1 Tue, 22.11.2016 Dimo Randomized Algorithms for Discrete Problems

2 Tue, 29.11.2016 Dimo Exercise: The Travelling Salesperson Problem

3 Tue, 6.12.2016 Anne Continuous Optimization I

vacation

4 Tue, 3.1.2017 Anne Continuous Optimization II

5 Tue, 10.1.2017 Anne Continuous Optimization III

6 Tue, 17.1.2017 Dimo Evolutionary Multiobjective Optimization I

7 Tue, 31.1.2017 Dimo Evolutionary Multiobjective Optimization II

??? oral presentations (individual time slots)

Course Overview

all from 14:00 till 17:15 in PUIO - E213



Experimental Considerations

around CMA-ES and invariances
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Paper 1: "Improving Covariance Matrix 
Adaptation Evolution Strategy with 

Difference..."



Paper 2: "Dynamic Search in Fireworks 
Algorithm"



Exercise: Looking at COCO Data



https://github.com/numbbo/coco

Step 1:

download COCO



https://github.com/numbbo/coco

Step 2:

installation of post-processing



http://coco.gforge.inria.fr/doku.php?id=algorithms

Step 3:

downloading data

for the moment:

IPOP-CMA-ES



https://github.com/numbbo/coco

postprocess

python –m bbob_pproc IPOP-CMA-ES



convergence graphs is all we have to start with...

Measuring Performance Empirically
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ECDF:

Empirical Cumulative Distribution Function of the
Runtime

[aka data profile]



A Convergence Graph
A Convergence Graph



First Hitting Time is Monotonous



15 Runs



target

15 Runs ≤ 15 Runtime Data Points



Empirical CDF
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the ECDF of run 
lengths to reach 
the target

● has for each 
data point a 
vertical step of 
constant size

● displays for 
each x-value 
(budget) the 
count of 
observations to 
the left (first 
hitting times)

Empirical Cumulative Distribution



Empirical CDF
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interpretations 
possible:

● 80% of the runs 
reached the 
target

● e.g. 60% of the 
runs need 
between 2000 
and 4000 
evaluations

Empirical Cumulative Distribution



Aggregation

15 runs



Aggregation

15 runs

50 targets



Aggregation

15 runs

50 targets



15 runs

50 targets

ECDF with 750 
steps

Aggregation



Fixed-target: Measuring Runtime



Fixed-target: Measuring Runtime

• Algo Restart A:

• Algo Restart B:

𝑹𝑻𝑨
𝒓

ps(Algo Restart A) = 1

𝑹𝑻𝑩
𝒓

ps(Algo Restart B) = 1



Fixed-target: Measuring Runtime

• Expected running time of the restarted algorithm:

𝐸 𝑅𝑇𝑟 =
1 − 𝑝𝑠
𝑝𝑠
𝐸 𝑅𝑇𝑢𝑛𝑠𝑢𝑐𝑐𝑒𝑠𝑠𝑓𝑢𝑙 + 𝐸[𝑅𝑇𝑠𝑢𝑐𝑐𝑒𝑠𝑠𝑓𝑢𝑙]

• Estimator average running time (aRT):

 𝑝𝑠 =
#successes

#runs

 𝑅𝑇𝑢𝑛𝑠𝑢𝑐𝑐 = Average evals of unsuccessful runs

 𝑅𝑇𝑠𝑢𝑐𝑐 = Average evals of successful runs

𝑎𝑅𝑇 =
total #evals

#successes



ECDFs with Simulated Restarts

What we typically plot are ECDFs of the simulated 
restarted algorithms:
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Objectives:

 investigate the performance of algorithms, available at 

http://coco.gforge.inria.fr

 CMA-ES ("IPOP-CMA-ES" version)

 CMA-ES ("BIPOP-CMA-ES" version)

 Nelder-Mead simplex (use "NelderDoerr" version here)

 BFGS quasi-Newton

 Genetic Algorithm: discretization of cont. variables ("GA")

 ONEFIFTH: (1+1)-ES with 1/5 rule

 postprocess (now) and investigate the data (after a few more 

slides)

Exercise (Part 2)

tip: use --omit-single option to save time

http://coco.gforge.inria.fr/


The single-objective BBOB functions



• 24 functions in 5 groups:

• 6 dimensions: 2, 3, 5, 10, 20, (40 optional)

The bbob Testbed



• All COCO problems come in form of instances

• e.g. as translated/rotated versions of the same 
function

• Prescribed instances typically change from year to 
year

• avoid overfitting

• 5 instances are always kept the same

Plus:

• the bbob functions are locally perturbed by non-
linear transformations

Notion of Instances



• All COCO problems come in form of instances

• e.g. as translated/rotated versions of the same 
function

• Prescribed instances typically change from year to 
year

• avoid overfitting

• 5 instances are always kept the same

Plus:

• the bbob functions are locally perturbed by non-
linear transformations

Notion of Instances

f10 (Ellipsoid) f15 (Rastrigin)
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Objective:

investigate the data:

a) which algorithms are the best ones?

b) does this depend on the dimension?

c) look at single graphs: can we say something about the 

algorithms' invariances, e.g. wrt. rotations of the search 

space?

d) what's the impact of covariance-matrix-adaptation?

e) what do you think: are the displayed algorithms well-suited 

for problems with larger dimension?

Exercise (Part 3)

reminder: open thesis projects

one is related to this exercise

but automatized & for 150+ data sets ("data science")


