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Model Neural network model
Limit system

Modeling in neuroscience

Neural activity = Set of spike times
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Model Neural network model
Limit system

Modeling in neuroscience

Neural activity = Set of spike times
= Point process (i.e. random set of R )

Spike rate depends on the potential of the neuron
Each spike modifies the potential of the neurons

Network of N neurons :
ZN:i = set of spike times of neuron i
o . L . i
= point process with intensity (X,
o XN = potential of neuron i

XN solves an SDE directed by (ZMV)1<j<p
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Neural network model
Limit system

Mean field limit

N—neurons network :

N
dX" = (X" )dt + " (t)dz"
j=1

ZNJ point process with intensity f(th\i*j)
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N—neurons network :

N
dX" = (X" )dt + > " (t)dz]
j=1

ZNJ point process with intensity f(th\i*j)

Study the limit N — co = rescale the sum :
e linear scaling N=! (LLN) :
[Delattre et al. (2016)] (Hawkes process, v//(t) = 1),
[Chevallier et al. (2017)] (¢//(t) = w(j, i))
o diffusive scaling N=%/2 (CLT) :
[E. et al. (2019)] random and centered v//(s)
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Neural network model
Limit system

Linear scaling

N
N,i N,i 1 N.j N,i  —N,i
X" = —aXMdt + Z; dzM — x'dz]
J:
J#i

ZNYJ point process with intensity f(XtAi’j)
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Neural network model
Limit system

Linear scaling

N
N,i N,i 1 N.j N,i  —N,i
ax(* = —ax"de+ 13 1 dzNi — xNidz!
J:
J#i

ZNYJ point process with intensity f(XtAi’j)
Intepretation :

@ drift : —ax models an exponantial loss of the potential

@ small jump of order N=1 : the effect of the spikes of one
neuron to the potential of the others

@ reset jump : the repolarization effect
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Neural network model
Limit system

Linear scaling

N
. ; 1 ; ; ;
XN = —axMNdt + N > dz — xdzl
j=1
J#i
ZNJ point process with intensity f(Xt'\i’j)
Intepretation :
@ drift : —ax models an exponantial loss of the potential

@ small jump of order N=1 : the effect of the spikes of one
neuron to the potential of the others

@ reset jump : the repolarization effect

[De Masi et al. (2015)] and [Fournier & Locherbach (2016)]
Generalization to McKean-Vlasov frame [Andreis et al. (2018)]
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Neural network model
Limit system

Diffusive scaling

N
. : 1 : - gz
dX;" = —aXMdt + 7= V(1)dz" - X" dz"
VN =
J#i

ZN:i point process with intensity f(XtN,’i)
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Neural network model
Limit system

Diffusive scaling

N
. : 1 : ' gz
dXtN” _ —aXtN’Idt—F - Uj(t)dZtNd _ XtN,’IdZtN"
mjzl

ZN7 point process with intensity f(XtNgi)
Ui(t) (1 <j < N, t>0) iid with distribution v
v probability measure on R centered with [, [u]3dv(u) < oo
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Neural network model
Limit system

Diffusive scaling

1

N,i N,i
dX,"' = —aX; dt+m

N
> Ui(t)dzl — xMdz]

ZN7 point process with intensity f(XtNgi)

Ui(t) (1 <j < N, t>0) iid with distribution v

v probability measure on R centered with [, [u]3dv(u) < oo
o? = [ v*dv(u)

Dynamic of XN/ :
o XN = XM e=olt=5) if the system does not jump in [s, t[
° th\”i = XtN_’i + %(Nt) if a neuron j # i emits a spike at t
o X[ = 0 if neuron i emits a spike at t (— repolarization)
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Model Neural network model
Limit system

Limit system : heuristic (1)

N
) : 1 i j ' '
dxXMi = _axMide 1 ﬁ} V(t)dzM — xNiaz]
j=1

J#i
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Model Neural network model
Limit system

Limit system : heuristic (1)

N
) : 1 i j ' '
dxXMi = _axMide 1 ﬁ} V(t)dzM — xNiazlN
j=1

J#i

N ot
MY = \%NZ/O Ui(s)dzM
j=1

dX} = —aX{dt + di, — K|_dZ]
with :
o MN — M,
N—oo
o Z' point process with intensity f(X/)
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Model eural ne < model

Limit system : heuristic (2)

N t . .
MN = ﬁz/o W (s)dzN
j=1
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Limit system : heuristic (2)

N t . .
MN = ﬁz/o W (s)dzN
j=1

M is an integral wrt a BM W

(M), = lim (MNY, = lim 02/0 N > F(xM)ds
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Model Neural network model
Limit system

Limit system : heuristic (2)

N t . .
MN = ﬁz/o W (s)dzN
j=1

M is an integral wrt a BM W
t
VIV Ny —im a2 [ 2 N,j
(M)e = lim (MY}, = lim o /0 NZf(XS )ds

Then M should satisfy

Mt:a/o Z dW—a/\/i

=1

. - N
with N = % =1 0%
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Model Neural network model
Limit system

Limit system : heuristic (3)

Me = o [ /us(f)dWs where ;1 = IiAr;nﬂN
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Model Neural network model
Limit system

Limit system : heuristic (3)

M, = afot us(F)dWs where p = IiArInﬁN

dXi = —aXidt + o\/E [F(X))|W]dW; — Xi_dZ!

p is the limit of empirical measures of (X');>1 exchangeable
by Proposition (7.20) of [Aldous (1983)] 1 is the directing measure
of (X")i>1 (conditionally on p, X' i.i.d.~ p)

Conditionally on W, the X/ (i > 1) are i.i.d. B )
by Lemma (2.12) of [Aldous (1983)] p = L(X|W) = L(X'|W)
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Model Neural network model
Limit system

Discussion about the function f

Any lower-bounded f € C}(R,R.) satisfying
f'(x) < C(1+ |x|)~(+2) (e > 0)
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Model Neural network model
Limit system

Discussion about the function f

Any lower-bounded f € C}(R,R.) satisfying
f'(x) < C(1+ |x|)~(+2) (e > 0)
f(x) = c + darctan(« + (x) satisfy the hypothesis

X0
"Neuron i active / inactive” ~ " XN/ > xq / XN < xq"
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Neural network model
Limit system

Simulations of XN:!

’ N = 10 ol N=1000 ]
l_ -
1_ -
0
D_ -
1k i
1 | 1 717 | 1
0 2 4 6 8 10 0 2 4 6 8 10
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problem
Propagation of chaos ce of (u™)n

Convergence of (XV'7)<i<n

1

N
i N N,i N,i
v > Ui(t)dz - x[M'dz]

j=1
JF

d)_(ti =— a)_(tidt + o/ pe(F)dWe — X{—dzti

dXxN = — axMidt +

with :
o ZN:7 point process with intensity f(XtIV_’i)
o Z' point process with intensity f(X]_)

(XN:1)1<i<n converges to (X');>1 in DN
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problem
Propagation of chaos Convergence of (')

Convergence of (XV'7)<i<n

1

dxN = —axNidr 4
t t \/N

N
> U(R)dz! - Xt dz)
j=1
JF#i
dXi = — aXidt + o/pe(F)dW; — X;_dZ]

with :

o ZN:7 point process with intensity f(XtIV_’i)

o Z' point process with intensity f(X]_)

(XN’i)lgigN converges to ()?i);zl in DN

NS condition (Proposition (7.20) of [Aldous (1983)]) :

N = ZJN:1 Sxn.j converges to u = L(X|W) in P(D)
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Martingale problem
Propagation of chaos Convergence of (')

Outline of the proof

Step 1. (1) is tight on P(D)
Equivalent condition : (XN'1) is tight on D
Proof : Aldous' criterion

Step 2. Identifying the limit distribution of (uN)y
Proof : any limit of 1V is solution of a martingale problem
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Martingale problem
Propagation of chaos Convergence of (')

Martingale problem
Given Q € P(P(D)) (@ = L(n))
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Canonical space Q := P(D) x D? with w = (i, (Y}, Y?)) :
Meaning : (Y, Y?) mixture of iid directed by x

P(A x B) := /7>(D) 1a(m)m @ m(B)dQ(m)

Q is solution of (M) if for all g € C2(R?),
g(YE Y?) — gl Y&, YOZ) — fot Lg(ps, Y2, Y2)ds is a martingale

dX! = —aX!dt+o\/p(F)dW,—X!_dZ!
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Martingale problem
Propagation of chaos Convergence of (u'')y

Martingale problem
Given Q € P(P(D)) (@ = L(n))

Canonical space Q := P(D) x D? with w = (i, (Y}, Y?)) :
Meaning : (Y, Y?) mixture of iid directed by x

P(A x B) := /7>(D) 1a(m)m @ m(B)dQ(m)

Q is solution of (M) if for all g € C2(R?),
g(YE Y?) — gl Y&, YOZ) — fot Lg(ps, Y2, Y2)ds is a martingale

dX! = —aX!dt+o\/p(f )th—>‘<" dZi

Lg(m, x*, x?) =—ax'01g(x) — ax?drg(x) Z d,jg
ij=1

+(x")(g(0,x%) — g(x)) + f(X2)(g(X1= 0) —&(x))
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Martingale problem
Propagation of chaos Convergence of (n" )y

Convergence of p" to the solution of (M)

Let i be the limit of (a subsequence of) uM
L(w) is solution of (M) if

E[F(u)] = 0

for any F of the form

Flm) = [ m e m(d)oa(ra)- () [9006) — 6(32)

- / t L¢(mr,vr)dr]
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Martingale problem
Propagation of chaos Convergence of (n" )y

Convergence of p" to the solution of (M)

Let i be the limit of (a subsequence of) uM
L(w) is solution of (M) if

E[F(4)] =

for any F of the form

Fm) = [ m s m(d))o1(1a)--0u(15) [6036) - 6012)
D2
+a/ 7361¢(vr)dr+a/ V702 () dr

t

—/VWMMmﬁ)¢(DW—/fwMMﬁmrwwmm
_/ m(f Z (9,1 b (7r) dr}

i,h=1
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Propagation of chaos Convergence of (,uN)N

The expression of F(uN)

F(p") =

/D 1V @ uM (1)1 ()0 (5,) [0(e) = 6(15)
+ Oé/st'vrlaﬂb(%)dr + a/st’yf(%(b(fy,)dr

- [ o002 - s

[ 16206610 - s

52
_ / Z 8,17,2 (yr)dr

i1,lp=1
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Propagation of chaos Convergence of (,uN)N

The expression of F(uN)

F(p") =

[ i (a)nn)- 010 [60) = )
+ a/st'ﬁawm)dr + Oé/stvfam(%)dr

- [ #OR6(0.57) - sa)er

[ a6k 0) — ot e

52
_ / Z 8,17,2 (yr)dr

i1,lp=1
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Martingale problem
Propagation of chaos Convergence of (n" )y

The expression of F(uN)

F(MN) E
N2 Zm (XA X ).t (X, X0 o, X[ = (X, X[
ij=1
t t . . .
a/ X/V"alqb(x,’V",X/Vd)dr+a/ XNJopp( XN XN Ydr

- / X 60, X1V9) — (X, X)) dr

-/ t f(xN’fxc;s(xN’ 0) — o(XM, X)) dr

/ :U’r 11 12¢(XNI XN’J)dr

i1,lp= 1
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Martingale problem
Propagation of chaos Convergence of (n" )y

The expression of F(uN)

F(u"’) E
N2 Zm (XA X ).t (X, X0 o, X[ = (X, X[
ij=1
t t
Oé/ XrNJalgb(XrN,IaXrNd)dr+ Oé/ XrN.Ja2¢(XrN’17XrN.J)dr

ot ) . . |
= [ R0, X1) = G X))o

B /t f(X’V-J')(C‘)(XNJ 0) — qﬁ(XrN=i,XrIV’j))dr

/ lL 11 Iggb(XNl XNJ)dr

i1,lp= 1
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Martingale problem
Propagation of chaos Convergence of (n" )y

Convergence of (uN)y

N
1 ; N Nyi 5 N,i
— > U(t)dz" — x'dz"
VN S
J#i
dX! = — aXidt + o/ u:(F)dW; — X! _dZ!

dxM' = — axMdt +
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Martingale problem
Propagation of chaos Convergence of (n" )y

Convergence of (uN)y

N
: : 1 ; j i i
dX = —aXMdt+ 25> U(ndz - Xz
j=1
J#i
dXi = — aXidt + o/pe(F)dW; — Xi_dZi

o (uN)y is tight on P(D)

@ let u be the limit of a converging subsequence
e L(u) is (the unique) solution of (M)

o 1= L(XW) is the only limit of (uN)y
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Thank you for your attention !

Questions ?
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